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THE MULTISCALE HYBRID
METHOD WITH A LOCALIZED CONSTRAINT.
II. HYBRID EQUATIONS OF MOTION BASED
ON VARIATIONAL PRINCIPLES

A multiscale modelling framework that employs molecular dynamics and hydrodynamics prin-
ciples has been developed to describe the dynamics of hybrid particles. Based on the principle
of least action, the equations of motion for hybrid particles were derived and verified by using
the Gauss principle of least constraints testifying to their accuracy and applicability under var-
ious system constraints. The proposed scheme has been implemented in a popular open-source
molecular dynamics code GROMACS. The simulation for liquid argon under equilibrium con-
ditions in the hydrodynamic limit (𝑠 = 1) has demonstrated that the standard deviation of the
density exhibits a remarkable agreement with predictions from a pure hydrodynamics model,
validating the robustness of the proposed framework.
K e yw o r d s: molecular dynamics, multiscale method, control volume function, hydrodynamic
equations, equation of motion, Principle of least action, Gauss principle, constraint.

1. Introduction

A complex system of different scale levels offers a new
overall knowledge of the physical characteristics of the
entire system based on the fundamental level inter-
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actions of atoms and molecules. The significance of
this description is approved and approaches, termed
as multiscale methods, are currently developed quite
actively [5, 13, 16–18, 20, 24, 25, 31]. The multiscale
models have been successfully used in various fields of
biological physics such as the dynamical properties of
peptides [16], polymer dynamics [26,27,32,33], struc-
ture, and a function of cell membranes [1, 15, 19, 21].

The key idea of the coupling between molecular dy-
namics (MD) and continuum mechanics is that atoms
leave and enter the hydrodynamics part of the sys-
tem. The fact that the atomistic and hydrodynamic
components are separated by a border presents a sig-
nificant conceptual challenge. The atomistic compo-
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nent of the simulation is very sensitive to the location
of the interface between the atomistic and hydrody-
namic representations of the same fluid, so achiev-
ing the correct balance of mass and momentum flows
across this boundary without introducing artefacts is
a very important problem [13, 16, 17, 20, 24, 25].

In some approaches [9, 24, 25] the problem of the
coupling between the atomistic and hydrodynamic
phases is solved by establishing a finite-size overlap-
ping zone, which gives a smoother transition between
the particles and continuum parts of the system and
provides the conservation of mass and momentum
flows. The main disadvantage of these approaches is
the introduction of the interpolation “switch” param-
eter, and it is generally unclear what this parame-
ter means in the hybrid “buffer” region. A distinct
method for state variable coupling which uses the
modelling structure of a physical analogy to define
the coupling terms in the “buffer” zone between the
atomistic and hydrodynamic representations of the
same liquid was presented in the works [20, 28].

Elaboration of the coupling approaches between
MD and continuum for fluids dynamics compels a
new class of constraints applied to the localized area
Eulerian regions of space as opposed to the entire
molecular domain. Thus, the important step in the
development of the coupling approaches is inventing
an appropriate technique to govern the microscale re-
gion in correlation with the continuum dynamics and
the variational principles will therefore form the basis
for these constraints. The equations of motion for ac-
curately describing the connection between the MD
and hydrodynamic representations are derived using
the approach of constraints [24, 25]. These equations
of motion serve as the foundation for numerous inves-
tigations in this area. The selection of constraint vari-
ables is a hotly debated topic, and, nowadays, there is
no universal answer to the formation of a constraint
procedure [3, 4, 6, 8].

The fundamental D’Alembert–Lagrange principle
(DLP) has been applied to solve tasks with holo-
nomic constraints and nonintegrable kinematic (non-
holonomic) constraints [3, 8, 11]. DLP derives La-
grange’s equations of state based on consideration of
the instant state of the system and small virtual dis-
placement to the particles position with constraints
maintaining frozen during the displacement. Howe-
ver, the DLP application to general kinematic con-
straints with a general velocity and acceleration de-

pendence has proven difficult, mostly due to the lack
of a well-defined procedure that provides extracting
the set of linear conditions that limit the virtual dis-
placements from the constraint equations [6, 7].

Most of the literature data [4, 11, 24, 25, 31] il-
lustrate that the variational Hamilton’s principle is
widely used for developing the constraint equations
and for the further obtaining of equations of mo-
tion. As was shown [30], Hamilton’s principle of least
action provides deriving the correct equations of mo-
tion for the holonomic constraints, but the validity
of its application remains obscure for nonholonomic
and semi-holonomic constraints, while Gauss’s prin-
ciple is valid for these types of constraints [7]. The
main goal of this work is to derive the hybrid equa-
tions of motion by the implementation of the varia-
tional Hamiltonian’s Principle and the Gauss princi-
ple of least constraint. Following [31], we will apply
the principle of least constraint to validate the prin-
ciple of least action.

In our previous article [2], we proposed a new model
of the hybrid particle for the multiscaling coupling us-
ing the control volume (CV) concept [14, 23, 29]. The
system has been considered as a two-phase fluid:
the Lagrangian and Eulerian representations corre-
spond to the atomistic (MD) and the continuum (HD)
phases, respectively. The proposed model is a reliable
background for the future advance of the two-phase
analogy model.

This article is the next stage in developing the hy-
brid two-phase multiscale model in the hydrodynamic
limit within the framework of molecular dynamics
software such as GROMACS.

2. Hamilton’s Constrained
Principle and Constraint Equations

The Hamilton’s formulation of the principle of least
action states that the dynamics of a physical system
are determined by a variational problem for a func-
tional based on the Lagrangian [11]

𝛿𝐴 = 𝛿

𝑡𝑏∫︁
𝑡𝑎

ℒ(q𝑖, q̇𝑖)𝑑𝑡 = 0. (1)

Equation (1) represents the variation in the action
(𝛿𝐴) over a given time interval from 𝑡𝑎 to 𝑡𝑏, where
ℒ(𝑞𝑖, 𝑞𝑖) is the Lagrangian function depending on the
generalized coordinates 𝑞𝑖 and their time derivatives
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𝑞𝑖. The condition 𝛿𝐴 = 0 corresponds to the principle
of least action.

In Smith’s work [31], the constraint equation sets
the difference between the total momentum of a
molecular CV and HD to be zero:

𝑔(q, q̇, 𝑡) =

𝑁∑︁
𝑛=1

𝑚𝑛q̇𝑛𝜃𝑛 −
∫︁
𝑉

𝜌U𝑑𝑉 = 0. (2)

Based on the proposed definition of the hybrid mass
developed using the modified CV function in [2], we
build the constraint as the difference between the mo-
mentum of a hybrid particle in the hybrid zone and
the total momentum of the MD and HD phases:

𝑔𝑖 = 𝑚𝑖q̇𝑖 −

−

(︃
(1− 𝑠)𝑚′

𝑖 q̇
′
𝑖 + 𝑠

𝑁∑︁
𝑘=1

1

𝑁𝑘
𝜇𝑘(q𝑖)

∫︁
𝜌U𝑑𝑉

)︃
= 0. (3)

The introduced constraint is expressed, in general, by
the equation

𝑔𝛼(q, q̇, 𝑡) = 0 (4)

and the type of this constraint is non-holonomic, as
a function of position, velocity, and time [11].

The problem of the application of Hamilton’s prin-
ciple for the case of non-holonomic systems has been
discussed by Flannery [6–8]. In this case, for a dynam-
ical system without non-potential forces, Hamilton’s
constrained principle can be determined in the form

𝛿𝐴 = 𝛿

𝑡𝑏∫︁
𝑡𝑎

(︃
ℒ(q𝑖, q̇𝑖) +

𝐶∑︁
𝛼=1

𝜆𝛼𝑔𝛼

)︃
𝑑𝑡 = 0, (5)

where 𝐶 is the total number of constraints 𝑔𝛼 and
𝜆𝛼 is a Lagrangian multiplier. Here, [4] constrained
lagrangian ℒ𝒞 is defined as:

ℒ𝒞 = ℒ(q𝑖, q̇𝑖) +

𝐶∑︁
𝛼=1

𝜆𝛼𝑔𝛼. (6)

The calculation of this variation produces the sub-
sequent equation

𝑑

𝑑𝑡

𝜕𝐿

𝜕𝑞𝑖
− 𝜕𝐿

𝜕𝑞𝑖
=

𝑐∑︁
𝛼=1

[︂
𝜆̇𝛼

𝜕𝑔𝛼
𝜕𝑞𝑖

+ 𝜆𝛼

(︂
𝑑

𝑑𝑡

𝜕𝑔𝛼
𝜕𝑞𝑖

− 𝜕𝑔𝛼
𝜕𝑞𝑖

)︂]︂
,

(7)

where it is assumed that the Lagrangian multiplier is
a function of time. However, Flannery [7] showed that
the following equation might be used to apply non-
holonomic constraints (while Flannery demonstrated
the possibility of applying non-holonomic constraints
using the following equation):

𝑑

𝑑𝑡

𝜕ℒ
𝜕q̇𝑖

− 𝜕ℒ
𝜕q𝑖

=

𝐶∑︁
𝛼=1

𝜆𝛼
𝜕𝑔𝛼
𝜕q̇𝑖

. (8)

Thus, the difference between Eq. (7) and Eq. (8) sets
the condition for the so-called semi-holonomic con-
straints [30] in the form

𝑑

𝑑𝑡

𝜕𝑔𝛼
𝜕q̇𝑖

− 𝜕𝑔𝛼
𝜕q𝑖

= 0. (9)

The substitution of constraint (3) into Eq. (9), and
the statement that the time derivative of the mass of a
hybrid particle is not zero (in contrast to Smith’s ap-
proach [4]), demonstrates that the constraint of (3)
is not semi-holonomic. The principle of least action
should be verified by the Gauss Principle of least con-
straint, outlined in the next section. The Lagrange
multiplier method is applied to obtain the equations
of motion. The Euler–Lagrange equation is obtained
by minimizing a constrained Lagrangian in Eq. (5)

𝑑

𝑑𝑡

𝜕ℒ𝐶

𝜕q̇𝑖
− 𝜕ℒ𝐶

𝜕q𝑖
= 0. (10)

Using the definition of momentum based on a La-
grange function, one can obtain the conjugate mo-
mentum of particle 𝑖:

pi =
𝜕ℒ𝐶

𝑞𝑖
= 𝑚𝑖(𝑞𝑖 + 𝜆𝑖). (11)

The Lagrange multiplier can be defined by substi-
tuting Eq. (11) into constraint (3):

𝜆𝑖 =
pi

𝑚𝑖
− 1

𝑚𝑖

{︃
(1− 𝑠)𝑚′

𝑖 𝑞
′
𝑖 +

+ 𝑠

𝑁∑︁
𝑘=1

1

𝑁𝑘
𝜇𝑘 (𝑞𝑖)

∫︁
𝜌𝑈𝑑𝑉

}︃
. (12)

Thus, using expression (12) for 𝜆 in Eq. (11) yields
the basic equations of motion for velocity in the form

q̇𝑖 =
1

𝑚𝑖

{︃
(1− 𝑠)𝑚′

𝑖 q̇
′
𝑖 + 𝑠

𝑁∑︁
𝑘=1

1

𝑁𝑘
𝜇𝑘(q𝑖)

∫︁
𝜌U𝑑𝑉

}︃
.

(13)
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The substitution of Eq. (11) in Eq. (10) gives the time
evolution of the momentum

𝑝̇𝑖 = 𝑚𝑖q̈𝑖 + q̇𝑖
𝑑𝑚𝑖

𝑑𝑡
+ 𝜆𝑖

𝑑𝑚𝑖

𝑑𝑡
+𝑚𝑖𝜆̇𝑖, (14)

where the time derivatives of mass

𝑑𝑚𝑖

𝑑𝑡
= 𝑠

𝑁∑︁
𝑘=1

1

𝑁𝑘
𝜇𝑘(q𝑖)

𝑑

𝑑𝑡

∫︁
𝜌𝑑𝑉 +

+ 𝑠

𝑁∑︁
𝑘=1

1

𝑁𝑘

∫︁
𝜌𝑑𝑉

𝑑𝜇𝑘(q𝑖)

𝑑𝑡
, (15)

the time derivative of the Lagrange multiplier

𝜆̇𝑖 =
1

𝑚𝑖

{︃
ṗ𝑖 −

𝑑

𝑑𝑡
(1− 𝑠)𝑚′

𝑖 q̇
′
𝑖 −

− 𝑠
𝑑

𝑑𝑡

𝑁∑︁
𝑘=1

1

𝑁𝑘
𝜇𝑘(q𝑖)

∫︁
𝜌U𝑑𝑉

}︃
+

+
𝑑

𝑑𝑡

(︂
1

𝑚𝑖

)︂{︃
p𝑖 − (1− 𝑠)𝑚′

𝑖 q̇
′
𝑖 −

− 𝑠

𝑁∑︁
𝑘=1

1

𝑁𝑘
𝜇𝑘(q𝑖)

∫︁
𝜌U𝑑𝑉

}︃
. (16)

Substituting Eq. (15) and Eq. (16) into Eq. (14), we
have the equation in the form of Newton’s law:

r̈𝑖 =
1

𝑚𝑖
FMD

𝑖 −

− 1

𝑚𝑖

(︃
𝑠
∑︁
𝑘

1

𝑁𝑘
𝜇𝑘

⎛⎝ṙ𝑖
𝑑

𝑑𝑡

∫︁
𝑉

𝜌𝑑𝑉 − 𝑑

𝑑𝑡

∫︁
𝑉

𝜌U𝑑𝑉

⎞⎠+

+ 𝑠
∑︁
𝑘

1

𝑁𝑘
𝐶𝑘ṙ𝑖

(︃
ṙ𝑖

∫︁
𝑉

𝜌𝑑𝑉 −
∫︁
𝑉

𝜌U𝑑𝑉

)︃)︃
, (17)

where FMD
𝑖 represents the molecular dynamic force

defined by the interaction between molecules, and the
generalized coordinates q𝑖 are replaced by the Carte-
sian coordinates r𝑖. In the next section, Gauss’s prin-
ciple of least constraint will be applied for the valida-
tion of the obtained equation.

3. Gauss Principle of Least Constraint

The Gauss variational principle differs significantly
from the DLP and Hamilton’s principle. This princi-
ple provides a procedure of local minimization based
on virtual displacements to the acceleration with the

fixed state and yields the equations of state for both
holonomic and nonholonomic systems [12, 22]

𝜕

𝜕𝑟𝑗

[︃
1

2

𝑁∑︁
𝑖

𝑚𝑖(𝑟𝑖 −
𝐹𝑖

𝑚𝑖
)2

]︃
= 0. (18)

The advantage of Gauss’s principle lies in its capa-
bility to incorporate nonholonomic constraints for a
system with any number of degrees of freedom using
Lagrangian multiplier 𝜆𝑛, expressed as:

𝜕

𝜕r̈𝑗

[︃
1

2

𝑁∑︁
𝑖

𝑚𝑖

(︂
r𝑖 −

F𝑖

𝑚𝑖

)︂2
+
∑︁
𝑖

𝜆𝑖ġ𝑖

]︃
= 0. (19)

This principle allows the consideration of con-
straints in systems with a variable number of degrees
of freedom, making it particularly useful for a wide
range of applications.

The uniqueness of our approach lies in the intro-
duction of an individual constraint for each particle,
as described in Eq. (3). By applying the Gauss prin-
ciple, we differentiate Eq. (3) with respect to time
and replace the generalized coordinates, q𝑖, with the
Cartesian coordinates, r𝑖

ġ𝑖 = 𝑚𝑖r̈𝑖 + 𝑠

𝑁∑︁
𝑘=1

1

𝑁𝑘

𝑑𝜇𝑘

𝑑𝑡
ṙ𝑖

∫︁
𝜌𝑑𝑉 +

+ 𝑠

𝑁∑︁
𝑘=1

1

𝑁𝑘
𝜇𝑘 ṙ𝑖

𝑑

𝑑𝑡

∫︁
𝜌𝑑𝑉 −

−

(︃
(1− 𝑠)FMD

𝑖 + 𝑠

𝑁∑︁
𝑘=1

1

𝑁𝑘

𝑑𝜇𝑘

𝑑𝑡

∫︁
𝜌U𝑑𝑉 +

+ 𝑠

𝑁∑︁
𝑘=1

1

𝑁𝑘
𝜇𝑘

𝑑

𝑑𝑡

∫︁
𝜌U𝑑𝑉

)︃
= 0. (20)

Then Eq. (19) can be simplified as

𝑚𝑖r̈𝑖 − F𝑖 +
𝜕

𝜕r̈𝑖

[︃∑︁
𝑛

𝜂𝑛𝑔̇𝑛

]︃
= 0 (21)

and

𝑚𝑖r̈𝑖 = F𝑖 − 𝜂𝑖𝑚𝑖. (22)
Substituting Eq. (22) into Eq. (20) gives the expres-
sion for Lagrange’s multiplier

𝜆𝑖 =
1

𝑚𝑖

(︃
𝑠
∑︁
𝑘

1

𝑁𝑘

𝑑𝜇𝑘

𝑑𝑡

[︃
ṙ𝑖

∫︁
𝑉

𝜌𝑑𝑉 −
∫︁
𝑉

𝜌U𝑑𝑉

]︃
+

+F𝑖 − (1− 𝑠)FMD
𝑖 − 𝑠

∑︁
𝑘

1

𝑁𝑘
𝜇𝑘

𝑑

𝑑𝑡

∫︁
𝑉

𝜌U𝑑𝑉

)︃
. (23)
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Equation (23) substituted into (22) yields the expres-
sion for the hybrid acceleration in the form of New-
ton’s second law

r̈𝑖 =
1

𝑚𝑖
(1− 𝑠)FMD

𝑖 −

− 1

𝑚𝑖

(︃
𝑠
∑︁
𝑘

1

𝑁𝑘
𝜇𝑘

[︃
ṙ𝑖

𝑑

𝑑𝑡

∫︁
𝑉

𝜌𝑑𝑉 − 𝑑

𝑑𝑡

∫︁
𝑉

𝜌U𝑑𝑉

]︃
+

+ 𝑠
∑︁
𝑘

1

𝑁𝑘
𝐶𝑘ṙ𝑖

[︃
ṙ𝑖

∫︁
𝑉

𝜌𝑑𝑉 −
∫︁
𝑉

𝜌U𝑑𝑉

]︃)︃
. (24)

In the limiting case where 𝑠 = 0, corresponding
to the MD-phase, Eq. (24) reproduces Newton’s se-
cond law

r̈𝑖 =
1

𝑚𝑖
FMD

𝑖 . (25)

That implies the equivalence of the hybrid parti-
cle acceleration to the “pure” MD acceleration for a
molecule in the absence of a hydrodynamic phase.
The next extreme case, at 𝑠 = 1, corresponds to the
acceleration for the hydrodynamic phase

r̈𝑖 =
1

𝑚𝑖

(︃∑︁
𝑘

1

𝑁𝑘
𝜇𝑘

[︃
ṙ𝑖

𝑑

𝑑𝑡

∫︁
𝑉

𝜌𝑑𝑉 − 𝑑

𝑑𝑡

∫︁
𝑉

𝜌U𝑑𝑉

]︃
+

+
∑︁
𝑘

1

𝑁𝑘
𝐶𝑘ṙ𝑖

[︃
ṙ𝑖

∫︁
𝑉

𝜌𝑑𝑉 −
∫︁
𝑉

𝜌U𝑑𝑉

]︃)︃
. (26)

The equation of motion (24) derived from the
Gauss principle of least constraint is equivalent to
Eq. (17), confirming the physical justification for ap-
plying the principle of least action in this case. These
resulting equations demonstrate consistency and pre-
serve their invariant form across extreme cases.

4. Simulation

The results of the simulation of liquid argon are pre-
sented in this part. The focus is on the calculation of
the standard deviation (SD) of density fluctuations in
the 3-D application as it is the quantity defining the
thermal fluctuations in Landau–Lifshitz fluctuating
hydrodynamics equations, the generalization of the
Navier–Stokes equations for the scales below macro-
scopic, where the classical Navier–Stokes equations
are valid.

Within this framework, the molecular density at
the spatial point r𝑙 can be computed by consider-
ing weighted contributions from the atoms within the

CV, where the weights are determined by the CV it-
self. Here, the notation 𝜇𝑙 indicates that the CV is
centered at r𝑙, such that 𝜇𝑙(r𝑙) = 1, and it linearly
decreases to 0 at the boundaries of the CV

𝜌𝑚𝑑
𝑙 (r𝑙) =

∑︁
𝑖

𝑚𝑖

𝑉
𝜇𝑙(r𝑖), (27)

where the summation is performed over all atoms.
Then the time-averaged density variance at this

point r𝑙 is:

𝐷
(︀
𝜌𝑚𝑑
𝑙 (r𝑙)

)︀
=

1

𝑇

𝑇∑︁
𝑡=1

(︃(︃∑︁
𝑖

𝑚𝑖

𝑉
𝜇𝑙(r𝑖)

)︃2
𝑡

−

− 1

𝑇 2

[︃
𝑇∑︁

𝑡=1

(︃∑︁
𝑖

𝑚𝑖

𝑉
𝜇𝑙(r𝑖)

)︃
𝑡

]︃2)︃
, (28)

where 𝑇 is the number of time steps over which av-
eraging is carried out.

The hydrodynamics, density is discretely defined
exclusively at the nodes comprising the simulation
grid. The variance of hydrodynamic density at thOse
nodes should be equal to the variance of molecular
density. Specifically,

𝐷
(︀
𝜌𝑚𝑑
𝑙 (r𝑙)

)︀
= 𝐷

(︀
𝜌HD
𝑘 (r𝑘)

)︀
, (29)

where r𝑘 represents the position of the hydrodynamic
(HD) node. This equality ensures that the hydrody-
namic simulation accurately captures the variability
in molecular density at the corresponding grid nodes.

From another perspective, the density at any given
point can be estimated by employing a linear com-
bination of densities from neighbouring nodes using
the CV formulation. In this approach, the density at
point r𝑙, denoted as 𝜌𝑙, is considered as a linear com-
bination of densities at nodes:

(𝜌𝑙)
lin =

∑︁
𝑘

𝜌HD
𝑘 (r𝑙)𝜇𝑘(r𝑙), (30)

where the summation is performed over all nodes.
Here, 𝜇𝑘(r𝑙) represents the weight assigned to each
neighbouring hydrodynamics node.

Then the expression for the variance of a linear
combination of densities can be expressed as

𝐷
(︀
(𝜌𝑙)

lin
)︀
=

1

𝑇

𝑇∑︁
𝑡=1

[︃(︃∑︁
𝑘

𝜌HD
𝑘 (r𝑙)𝜇𝑘(r𝑙)

)︃2
𝑡

−

− 1

𝑇 2

(︃
𝑇∑︁

𝑡=1

(︃∑︁
𝑘

𝜌𝐻𝐷
𝑘 (r𝑙)𝜇𝑘(r𝑙)

)︃
𝑡

)︃2 ]︃
. (31)
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Fig. 1. A pre-equilibrated cell of liquid argon

According to the theorem on the variance of a lin-
ear combination [10], the variance of two random vari-
ables linearly combined is

Var(𝑎𝑋+𝑏𝑌 ) = 𝑎2Var(𝑋)+𝑏2Var(𝑌 )+2𝑎𝑏Cov(𝑋,𝑌 ).

(32)

In the assumption of non-correlated variables, their
covariance is equal to zero, which makes the vari-
ance a linear combination of variances of each variable
multiplied by the squares of the coefficients. In the
Landau–Lifshitz fluctuating hydrodynamics frame-
work the random fluctuations of the density values
at different locations (nodes) are independent, there-
fore, their variance is

𝐷
(︀
(𝜌𝑙)

lin
)︀
= 𝜇2

𝑘(r𝑙)

[︃
1

𝑇

𝑁∑︁
𝑡=1

(︃∑︁
𝑖

𝑚𝑖

𝑉
𝜇𝑘(r𝑖)

)︃2
𝑡

−

− 1

𝑇 2

[︃
𝑁∑︁
𝑡=1

(︃∑︁
𝑖

𝑚𝑖

𝑉
𝜇𝑘(r𝑖)

)︃
𝑡

]︃2 ]︃
. (33)

Thus,

𝐷 (𝜌𝑙)
lin

=
∑︁
𝑘

𝜇2
𝑘 (r𝑙)𝐷

(︀
𝜌HD
𝑙

)︀
. (34)

Therefore, the assessment of SD is accomplished by
employing the suggested control volume formulation,
expressed as:

SD
(︀
(𝜌r𝑙)

lin
)︀
= 𝑆𝐷(𝜌HD)

√︃∑︁
𝑘

(𝜇𝑘(r𝑙))2. (35)

Here, 𝜌𝑟𝑙 signifies the hydrodynamic density at
the point r𝑙, 𝜇𝑘(r𝑙) denotes a control volume func-
tion centered at r𝑘, and it serves as a representa-
tion of the weight assigned to hydrodynamic grid
nodes. This formulation enables a refined assessment
of the standard deviation of the density within the
simulation grid, incorporating the influence of hydro-
dynamic factors and contributing to a more accurate
depiction of density fluctuations in the hydrodynamic
context.

Since the sum of all 𝜇𝑘 at any location is always
1, the sum of their squares is less than 1. Therefore,
the linear interpolation of the hydrodynamic density
underestimates the correct standard deviation of the
density. The SD of the density should be equal to
the SD of the random term in LL-FH equations, and
it should also coincide with the SD of the density
computed using atoms, as in equation (28).

At the next stage, the equations of motion were
implemented in the GROMACS 2016.4 software
suite. The Fluctuating Hydrodynamics (FH) subsys-
tem was introduced using the previously developed
Landau Lifshitz Fluctuating Hydrodynamics (LL-
FH) solver [16, 17] The test system was a cubic cell
filled with liquid argon (Fig. 1). It was initially equi-
librated for 10 ns by means of standard molecular
dynamics.

The parameters were as follows: temperature of
86.5K, maintained by means of a Nose-Hoover ther-
mostat, time step of 2 fs, and van der Waals interac-
tions were switched off between 1.0 and 1.2nm.

The productive hybrid simulation lasted for 1 ns
under the same conditions, which was sufficient to
obtain converged results. In this simulation, 𝑠 was
chosen to equal 1.0, indicating that atom motion fol-
lowed only hydrodynamic fields with no contribution
from interatomic dispersion-repulsion forces. Conse-
quently, the thermostat was turned off.

The fluctuating hydrodynamics (FH) density and
momentum fields were discretized over a 3× 3× 3
grid and updated every 10 MD time steps. Du-
ring each update, the density and momentum val-
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Fig. 2. Time course of FH density of three FH cells during the hybrid simulation

ues in the FH grid nodes were assigned random val-
ues obtained from a Gaussian distribution with a
mean of 843.9 a.m.u./nm3 or 0 nm/ps, respectively,
and a standard deviation of 14.61 a.m.u./nm3 or
0.0103 nm/ps, respectively. Each 100 MD steps, the
Σ𝜇2

𝑘 and 𝜌𝑖 values of each atom were saved to a file for
a further analysis. An example of the time course of
FH density assigned to three FH grid nodes is shown
in Fig. 2.

The data collected during the hybrid simulation
were compared with the prediction of Eq. (31). The
set of hybrid densities of atoms was binned with re-
spect to

√︀∑︀
𝜇2
𝑘 into 0.05-wide bins. The predicted

range for
√︀∑︀

𝜇2
𝑘 spans from 0.5 (when 𝜇1 = 𝜇2 =

= 𝜇3 = 𝜇4 = 0.25) to 1.0 (when any 𝜇 value equals
1.0, and the rest are 0.0), resulting in 10 bins.

The standard deviation of the hybrid density for
each bin was calculated over atoms with

√︀∑︀
𝜇2
𝑘

falling into the corresponding range. The values of
SD(𝜌𝑖) are plotted in Fig. 3 versus the average√︀∑︀

𝜇2
𝑘. The standard deviation of FH densities

in the FH grid nodes randomly generated during
the simulation equalled 13.91 a.m.u./nm3. With this

Fig. 3. The standard deviation of hybrid density between
atoms having different

√︁∑︀
𝜇2
𝑘 values is depicted. Black points

represent values from MD simulation-hybrid equations at 𝑠 =

= 1, the black line indicates a linear fit, and the red line rep-
resents the prediction from Eq. (31)

value, Eq. (31) shows a good correspondence with the
SD(𝜌𝑖) computed over densities of hybrid particles lo-
cated between the grid nodes.
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5. Conclusions

The principle of least action has been applied to the
previously developed multiscale model based on the
modified control volume function [2]. The equations
of motion for hybrid particles are derived. The va-
lidity of the obtained equations is confirmed by the
application of the Gauss principle.

The simulation has demonstrated, in the hydrody-
namic limit, the standard deviation of the density
in the hybrid system of matches. The predictions of
pure hydrodynamics are obtained, which testifies to
the validity of the proposed model in describing the
hybrid system dynamics.

The next objective is to extend the simulation pro-
cedure to explore a range of the hybridization param-
eters that will give a more comprehensive understand-
ing of the system’s behavior. Thus, the proposed mul-
tiscale approach will provide valuable insights into
the complex interplay between molecular dynamics
and hydrodynamics of hybrid systems and, therefore,
can be viewed as a starting point for the development
of more complicaed models, e.g., for biomolecules or
more complex liquids.
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МУЛЬТИСКЕЙЛIНГОВИЙ ГIБРИДНИЙ
МЕТОД З ЛОКАЛIЗОВАНИМ ОБМЕЖЕННЯМ.
II. ГIБРИДНI РIВНЯННЯ РУХУ, ОСНОВАНI
НА ВАРIАЦIЙНИХ ПРИНЦИПАХ

ля опису динамiки гiбридних частинок було розроблено си-
стему мультискейлiнгового моделювання, що використовує
принципи молекулярної динамiки та гiдродинамiки. Ґрун-
туючись на принципi найменшої дiї, ми отримали рiвня-
ння руху гiбридних частинок, якi узгоджуються iз прин-
ципом найменших обмежень Ґауса, що свiдчить про їхню
точнiсть та застосовнiсть при рiзних обмеженнях, накладе-
них на систему. Запропоновану схему використано при мо-
делюваннi рiвноважного стану рiдинного аргону в рамках
пакету GROMACS. Продемонстровано узгодженiсть отри-
маних стандартних вiдхилень густини з результатами суто
гiдродинамiчного моделювання, що пiдтверджує надiйнiсть
запропонованої моделi.

Ключ о в i с л о в а: молекулярна динамiка, мультискейлiн-
говий метод, функцiя контрольного об’єму, гiдродинамiчнi
рiвняння, рiвняння руху, принцип найменшої дiї, принцип
Ґауса, обмеження.
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