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CONTINUOUS TIME RANDOM WALKS
WITH RESETTING IN A BOUNDED CHAIN

The model of classical random walks with Poissonian resetting in a one-dimensional lattice is
analyzed in detail in its general version. A special emphasis is made on the resetting effects
that emerge due to the variety of arbitrary initial and boundary conditions. A quantum analog
of the model is also discussed.
K e yw o r d s: random walk, low-dimensional lattices, stochastic resetting, resetting expedi-
ency, quantum walks.

1. Introduction

If there is a lack of information about the location
of the target, the search is usually carried out ran-
domly. If the search area is large (unlimited), there
are many trajectories that make the search ineffec-
tive or unsuccessful at all. The idea of increasing the
efficiency of search by resetting (regular or random in-
terruption of the search by returning to a certain state
from which a new random search starts) is aimed
at eliminating such detrimental trajectories. In fact,
this way of optimizing the search is widespread, from
the behavior of living organisms to the functioning of
(bio)molecules, enzymes, in particular.

Although the systematic study of the effects of re-
setting began quite recently, it quickly turned into
a flourishing branch of the theory of stochastic pro-
cesses. After the cornerstone work [1], where the Pois-
son resetting was studied in the basic stochastic
model – diffusion along an infinite line – numerous
works (still mostly theoretical) on the effects of vari-
ous resetting types in different dimensions and geome-
tries, in the presence of different potentials, etc., have
appeared, see recent reviews [2–5]. The vast major-
ity of these works concerns spatially continuous mod-
els, although their discrete analogs (random walks in
lattices or networks) are no less important. For the
latter, there were practically no exact results even
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in one dimension [6]. Even the direct discrete ana-
log of the model in [1] – resetting random walks in
a one-dimensional lattice – has been considered quite
recently [7–9]. Apart from exact expressions for the
characteristics of the main resetting effects (the emer-
gence of a nonequilibrium stationary state, the pos-
sibility of minimizing the mean first passage time,
MFPT), the influence of the chain finiteness and of
various boundary conditions on some observables (un-
conditional and conditional MFPTs, splitting proba-
bilities) was described.

The present paper summarizes the results obtained
in [7–9], supplementing them with the study of the
coefficient of variation (CV) of the first passage
time. Except its general importance, the CV value
for the underlying (i.e., without resetting) process al-
lows one to judge the expediency of introducing the
resetting. The obtained conditions of beneficial reset-
ting differ from the known “universal” criterion in the
general case. Finally, resetting in quantum walks is
briefly discussed.

2. Theoretical Framework

2.1. Solution to the evolution equation

Classical symmetrical random walks on the nodes 𝑛
(0 ≤ 𝑛 ≤ 𝑁) of a regular chain with sinks on its
edges and the stochastic Poissonian resetting to node
𝑛𝑟 is described by the following evolution equation
for node occupation probabilities 𝜌𝑛(𝑡)’s:

d𝜌𝑛
d𝑡

= 𝑘 (𝜌𝑛−1 − 2𝜌𝑛 + 𝜌𝑛+1)−𝑟𝜌𝑛+𝛿𝑛𝑟𝑛𝑟

𝑁∑︁
𝑚=0

𝜌𝑚 +

+ 𝑘𝜌0𝛿0𝑛 + 𝑘𝜌𝑁𝛿𝑁𝑛 − 𝑞0𝜌0𝛿0𝑛 − 𝑞𝑁𝜌𝑁𝛿𝑁𝑛, (1)
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with the initial condition 𝜌𝑛(0) = 𝛿𝑛0𝑛. Here, 𝑘 is the
rate of jumps between adjacent nodes and 𝑟 is that
of Poisson resetting; 𝑞0 and 𝑞𝑁 are the correspond-
ing sink intensities. It is implicitly assumed that the
targets are situated at the nodes 𝑛 = −1, 𝑁 +1. The
solution to Eq. (1) in Laplace transforms 𝜌𝑛(𝑝) =
=
∫︀∞
0

𝑒−𝑝 𝑡𝜌𝑛(𝑡)d 𝑡 is found in [9]. In particular, for
the terminal nodes, it reads:
𝜌0(𝑝|𝑛0, 𝑛𝑟) = 𝐵0(𝑝)/2𝑘𝑝Δ(𝑝),

𝜌𝑁 (𝑝|𝑛0, 𝑛𝑟) = 𝐵𝑁 (𝑝)/2𝑘𝑝Δ(𝑝),
(2)

where
𝐵0(𝑝) =

(︁
𝑝𝐼𝑛0

+ 𝑟𝐼𝑛𝑟

)︁{︂
1− 1

2

[︁
(1− 𝜆𝑁 ) 𝐼0 − 𝐼1

]︁}︂
+

+
1

2

(︁
𝑝𝐼𝑁−𝑛0

+ 𝑟𝐼𝑁−𝑛𝑟

)︁[︁
(1− 𝜆𝑁 ) 𝐼𝑁 − 𝐼𝑁+1

]︁
+

+
1

2
𝑟𝜆𝑁

(︁
𝐼𝑛0

𝐼𝑁−𝑛𝑟
− 𝐼𝑛𝑟

𝐼𝑁−𝑛0

)︁
, (3a)

𝐵𝑁 (𝑝) =
(︁
𝑝𝐼𝑁−𝑛0

+ 𝑟𝐼𝑁−𝑛𝑟

)︁
×

×
{︂
1− 1

2

[︁
(1− 𝜆0) 𝐼0 − 𝐼1

]︁}︂
+

+
1

2

(︁
𝑝𝐼𝑛0

+ 𝑟𝐼𝑛𝑟

)︁[︁
(1− 𝜆0) 𝐼𝑁 − 𝐼𝑁+1

]︁
+

+
1

2
𝑟𝜆0

(︁
𝐼𝑁−𝑛0

𝐼𝑛𝑟
− 𝐼𝑛0

𝐼𝑁−𝑛𝑟

)︁
. (3b)

Here 𝜆0,𝑁 = 𝑞0,𝑁/𝑘 and

Δ(𝑝) =

{︂
1− 1

2

[︂
(1− 𝜆0) 𝐼0 − 𝐼1 −

𝑟𝜆0

𝑝
𝐼𝑛𝑟

]︂}︂
×

×
{︂
1− 1

2

[︂
(1− 𝜆𝑁 ) 𝐼0 − 𝐼1 −

𝑟𝜆𝑁

𝑝
𝐼𝑁−𝑛𝑟

]︂}︂
−

− 1

4

[︂
(1− 𝜆0) 𝐼𝑁 − 𝐼𝑁+1 −

𝑟𝜆0

𝑝
𝐼𝑁−𝑛𝑟

]︂
×

×
[︂
(1− 𝜆𝑁 ) 𝐼𝑁 − 𝐼𝑁+1 −

𝑟𝜆𝑁

𝑝
𝐼𝑛𝑟

]︂
. (4)

In Eqs. (3)–(4), the Laplace transforms of mod-
ified Bessel functions 𝐼𝑚(𝑠) = 𝐼−𝑚(𝑠) =

=
(︀
𝑠−

√
𝑠2 − 1

)︀|𝑚|
/
√
𝑠2 − 1 are taken with 𝑠 = 1+

+(𝑝+ 𝑟)/2𝑘. Solution (2) corresponds to the most
general problem formulation and becomes visibly sim-
pler in the “symmetrical” cases (𝑞0 = 𝑞𝑁 = 𝑘), or for
semi-infinite or infinite chains, and also in the popular
case of resets to the initial node (𝑛0 = 𝑛𝑟) [7–9]. Lap-
lace transforms (2) can hardly be inverted; neverthe-
less, they are sufficient for calculating practically all
relevant process observables. Before proceeding to the
latter, we note that these calculations can be signifi-
cantly simplified by using the so-called renewal equa-
tions [2, 4].

2.2. Renewal equations

These equations relate the solutions of resetting prob-
lems with the solutions of those without resetting
(the corresponding processes without resetting are
often termed “underlying”). For example, when the
probability of the walker’s presence in the chain is
conserved,

∑︀
𝑛 𝜌𝑛(𝑡) = 1 (in particular, in an infinite

chain without sinks), the solution can be written at
once,
𝜌𝑛 (𝑡|𝑛0, 𝑛𝑟, 𝑟) = 𝑒−𝑟𝑡𝜌𝑢,𝑛 (𝑡|𝑛0)+

+ 𝑟

𝑡∫︁
0

𝑒−𝑟𝜏𝜌𝑢,𝑛 (𝜏 |𝑛𝑟) d𝜏, (5)

from simple considerations. Namely, the first term in
the r.h.s. of Eq. (5) is the probability 𝑒−𝑟𝑡 of no
resets till time 𝑡, multiplied by the propagator of un-
derlying process 𝜌𝑢,𝑛 (𝑡|𝑛0) started at node 𝑛0. The
second term is the probability 𝑟𝑒−𝑟𝜏 of the last re-
set at time 𝜏 multiplied by the propagator of under-
lying process 𝜌𝑢,𝑛 (𝜏 |𝑛𝑟) started at node 𝑛𝑟 in the
time interval (𝑡− 𝜏, 𝑡). Equation (5) shows, in partic-
ular, that the resetting causes a non-zero stationary
distribution (so-called non-equilibrium steady state,
NESS)

𝜌st𝑛 (𝑛𝑟, 𝑟) = 𝑟

∞∫︁
0

𝑒−𝑟𝑡𝜌𝑢,𝑛 (𝑡|𝑛𝑟)d 𝑡, (6)

which does not depend on the initial conditions. For
an infinite chain, the underlying process propaga-
tor is well known, 𝜌𝑢,𝑛 (𝑡|𝑛𝑚) = 𝑒−2𝑘𝑡𝐼|𝑛−𝑚| (2𝑘𝑡),
so that 𝜌st𝑛 (𝑛𝑟, 𝑟) = (𝑟/2𝑘) 𝐼|𝑛−𝑛𝑟| (1 + 𝑟/2𝑘) [7, 8],
what is a discrete analog of its continuous counter-
part 𝜌st𝑟 (𝑥|𝑥𝑟) =

√︀
𝑟/4𝐷 exp

(︁
−|𝑥− 𝑥𝑟|

√︀
𝑟/𝐷

)︁
with

a cusp at 𝑥 = 𝑥𝑟 [1]. However, the asymptotic 𝑟 → ∞
is now power-like, 𝜌st𝑛 (𝑛𝑟, 𝑟 → ∞) ≃ (𝑟/𝑘)

−|𝑛−𝑛𝑟|.
In the presence of absorption/decay processes the

last renewal equation is formulated for the survival
probability 𝑄(𝑡) =

∑︀
𝑛 𝜌𝑛(𝑡). From considerations

similar to those used for deriving Eq. (5), one can
deduce that
𝑄𝑟 (𝑡|𝑛0, 𝑛𝑟) = 𝑒−𝑟𝑡𝑄𝑢 (𝑡|𝑛0)+

+ 𝑟

𝑡∫︁
0

𝑒−𝑟𝜏𝑄𝑟 (𝑡− 𝜏 |𝑛0, 𝑛𝑟)𝑄𝑢 (𝜏 |𝑛𝑟)d 𝜏, (7)

where 𝑄𝑢 (𝑄𝑟) corresponds to the underlying (reset-
ting) process, respectively.
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2.3. Expressions for observables

The Laplace transformation of Eq. (7) gives:

�̃�𝑟 (𝑝 |𝑛 0, 𝑛 𝑟 ) =
�̃�𝑢 (𝑝+ 𝑟 |𝑛 0 )

1− 𝑟�̃�𝑢 (𝑝+ 𝑟 |𝑛 𝑟 )
. (8)

Eq. (8) greatly simplifies calculations of the main
observables (MFPTs and CVs). The survival prob-
ability 𝑄(𝑡) is directly related to the distribution
𝑓(𝑡) of first passage times: 𝑄(𝑡) = 1 −

∫︀ 𝑡

0
𝑓(𝑡′) d𝑡′,

or, in Laplace transforms, �̃�(𝑝) =
[︁
1− 𝑓(𝑝)

]︁
/𝑝.

The corresponding MFPT, in its turn, is simply∫︀∞
0

𝑡𝑓(𝑡)d𝑡 = �̃�(𝑝 = 0). Then from Eq. (8), it follows
that the MFPT ⟨𝑇𝑟⟩ in the presence of resetting
reads:

⟨𝑇𝑟 (𝑛0, 𝑛𝑟)⟩ =
�̃�𝑢 (𝑟 |𝑛0 )

1− 𝑟�̃�𝑢 (𝑟 |𝑛𝑟 )
=

1− 𝑓𝑢 (𝑟 |𝑛0 )

𝑟𝑓𝑢 (𝑟 |𝑛𝑟 )
. (9)

This way of calculating MFPT is much easier than
finding the derivative of 𝑓𝑟(𝑝) in the limit 𝑝 →
→ 0 according to the standard definition

⟨︀
𝑇 𝑘
⟩︀

=

= (−1)𝑘
[︁
d𝑘𝑓 (𝑝) /d𝑝𝑘

]︁
𝑝=0

. Calculating CV becomes

visibly simpler, as well. In terms of 𝑓𝑢 and 𝑓𝑟, Eq. (8)
can be re-written as

𝑓𝑟 (𝑝 |𝑛0, 𝑛𝑟 ) =
𝑝𝑓𝑢 (𝑝+ 𝑟 |𝑛0 ) + 𝑟𝑓𝑢 (𝑝+ 𝑟 |𝑛𝑟 )

𝑝+ 𝑟𝑓𝑢 (𝑝+ 𝑟 |𝑛𝑟 )
. (10)

Derivation of (10) with respect to 𝑝 leads to Eq. (9),
while the second derivative taken at 𝑝 = 0 is the mean
square of the first passage time and reads:

d2𝑓𝑟 (𝑝 |𝑛 0, 𝑛 𝑟 )

d𝑝2

⃒⃒⃒⃒
⃒
𝑝=0

=
⟨︀
𝑇 2
𝑟 (𝑛 0, 𝑛 𝑟)

⟩︀
=

= 2

(︁
1−𝑓𝑢 (𝑟|𝑛0)

)︁(︁
1+𝑟 d𝑓𝑢(𝑟|𝑛𝑟)

d𝑟

)︁
+𝑟𝑓𝑢 (𝑟|𝑛𝑟)

d𝑓𝑢(𝑟|𝑛0)
d𝑟

𝑟2
(︁
𝑓𝑢 (𝑟|𝑛𝑟)

)︁2 ,

(11)
so that the standard deviation is

𝜎𝑟 (𝑛0, 𝑛 𝑟) =
[︁⟨︀
𝑇 2
𝑟 (𝑛0, 𝑛𝑟)

⟩︀
− ⟨𝑇𝑟 (𝑛0, 𝑛𝑟)⟩2

]︁1/2
=

=

[︃
1 + 2𝑟

(︃
d𝑓𝑢 (𝑟|𝑛𝑟)

d𝑟
+ 𝑓𝑢 (𝑟|𝑛𝑟)

d𝑓𝑢 (𝑟|𝑛0)

d𝑟
−

− 𝑓𝑢 (𝑟|𝑛0)
d𝑓𝑢 (𝑟|𝑛𝑟)

d𝑟

)︃
−𝑓2

𝑢 (𝑟|𝑛0)

]︃1/2⧸︂
(𝑟𝑓𝑢 (𝑟|𝑛𝑟))

and the coefficient of variation –

CV𝑟 (𝑛 0, 𝑛 𝑟) =
𝜎𝑟 (𝑛 0, 𝑛 𝑟)

⟨𝑇𝑟 (𝑛 0, 𝑛 𝑟)⟩
=

=

[︃
1 + 2𝑟

(︃
d𝑓𝑢 (𝑟|𝑛𝑟)

d𝑟
+ 𝑓𝑢 (𝑟|𝑛𝑟)

d𝑓𝑢 (𝑟|𝑛0)

d𝑟
−

− 𝑓𝑢 (𝑟|𝑛0)
d𝑓𝑢 (𝑟|𝑛𝑟)

d𝑟

)︃
−

− 𝑓2
𝑢 (𝑟|𝑛0)

]︃1/2⧸︂
(1− 𝑓𝑢 (𝑟|𝑛𝑟)). (12)

Thus, Eqs. (11), (12) contain only the first deriva-
tives of distribution 𝑓𝑢 for the underlying process,
taken at 𝑝 = 𝑟. Note that, in the obtained expres-
sions (9), (12) for observables, the possibility of dif-
ferent initial and resetting nodes (𝑛0 ̸= 𝑛𝑟) is pre-
served, while they often ignore it, assuming 𝑛0 = 𝑛𝑟

‘by default’. However, this distinction does matter ex-
cept the stationary distributions like (6). For example
(see also below), suppose that the optimal value 𝑟*,
which minimizes MFPT ⟨𝑇𝑟⟩, exists. This means that
(d/d𝑟) ⟨𝑇𝑟 (𝑛0, 𝑛𝑟)⟩ |𝑟* = 0. Differentiating Eq. (9),
one has:

𝑟*

[︃
d𝑓𝑢(𝑟|𝑛𝑟)

d𝑟
+ 𝑓𝑢(𝑟|𝑛𝑟)

d𝑓𝑢(𝑟|𝑛0)

d𝑟
−

− 𝑓𝑢(𝑟|𝑛0)
d𝑓𝑢(𝑟|𝑛𝑟)

d𝑟

]︃
𝑟*

=

= 𝑓𝑢 (𝑟
*|𝑛𝑟)

[︁
𝑓𝑢 (𝑟

*|𝑛0)− 1
]︁
.

Using this condition in (12) leads to the following
variation coefficient under optimal resetting:

CV𝑟* (𝑛0, 𝑛𝑟) =

=

[︁
1+2𝑓𝑢(𝑟

*|𝑛𝑟)
(︁
𝑓𝑢 (𝑟

*|𝑛0)− 1
)︁
−𝑓2

𝑢 (𝑟*|𝑛0)
]︁1/2

1−𝑓𝑢(𝑟*|𝑛0)
,

which turns into the ’universal’ property CV𝑟* = 1
[10] in the case 𝑛0 = 𝑛𝑟 only.

2.4. When is the resetting advisable?

The coefficient of variation is often associated with
the condition of the expediency of the resetting, i.e.,
with the ability of the latter to improve the search
by diminishing the MFPT. Usually, this condition is

ISSN 2071-0194. Ukr. J. Phys. 2024. Vol. 69, No. 8 593



L.N. Christophorov

derived by expanding the MFPT in a series near 𝑟 = 0
[4, 11]:

⟨𝑇𝑟 (𝑛0, 𝑛𝑟)⟩ = 𝑎0 + 𝑎1𝑟 + 𝑎2𝑟
2 + ... . (13)

Obviously, 𝑎0 is the MFPT in the absence of a re-
setting, ⟨𝑇 (𝑛0)⟩. It is also clear that the resetting
is beneficial, if ⟨𝑇𝑟 (𝑛0, 𝑛𝑟)⟩𝑟→0 is less than ⟨𝑇 (𝑛0)⟩,
that is, if 𝑎1 < 0. Expand the r.h.s. of Eq. (9) near
𝑟 = 0, bearing in mind that 𝑓𝑢 (0|𝑛) = 1 and(︀
d𝑘/d𝑟𝑘

)︀
𝑓𝑢 (𝑟|𝑛) |𝑟=0 = (−1)

𝑘 ⟨︀
𝑇 𝑘 (𝑛)

⟩︀
:

⟨𝑇𝑟→0 (𝑛0, 𝑛𝑟)⟩ = ⟨𝑇 (𝑛0)⟩+ [⟨𝑇 (𝑛𝑟)⟩ ⟨𝑇 (𝑛0)⟩−

− 1

2

⟨︀
𝑇 2 (𝑛0)

⟩︀
]𝑟 +𝑂

(︀
𝑟2
)︀
. (14)

Comparing (13) and (14) gives the sought beneficial
condition:

⟨𝑇 (𝑛𝑟)⟩ ⟨𝑇 (𝑛0)⟩ <
1

2

⟨︀
𝑇 2 (𝑛0)

⟩︀
. (15)

If nodes 𝑛 0 and 𝑛𝑟 coincide, then condition (15) turns
into ⟨𝑇 (𝑛0)⟩2 < (1/2)

⟨︀
𝑇 2 (𝑛0)

⟩︀
, or

CV2
𝑢 (𝑛0) > 1. (16)

Condition (16) that implies a sufficiently wide (fat-
tailed) distribution 𝑓𝑢(𝑡) of first passage times in the
underlying process is often proposed as ’universal’ (or
at least sufficient, see, e.g., [4, 11]). In fact, it (as well
as aforementioned condition CV𝑟* = 1) is such only
in the case of the resetting to the initial node (what
is practically never noted). The general “benefit cri-
terion”, as it follows from (15), reads:

CV2
𝑢 (𝑛0) > 2

⟨𝑇 (𝑛 𝑟)⟩
⟨𝑇 (𝑛 0)⟩

− 1. (17)

In other words, the cases are possible when CV2
𝑢 > 1,

but the resetting is not beneficial, and vice versa, it
is advisable, while CV2

𝑢 < 1 (see Section 3 for an
example). In both cases, nevertheless, criterion (17)
remains valid.

2.5. Splitting probabilities

Now, we turn to calculating the observables on the
base of solutions (2), bearing in mind that 𝑓(𝑡) is
nothing but 𝑞0𝜌0(𝑡) or 𝑞𝑁𝜌𝑁 (𝑡) in the cases of a sin-
gle sink at node 0 or 𝑁 , respectively. If there are two
sinks at both edges (reaching any of the two targets),

then 𝑓(𝑡) is simply 𝑞0𝜌0(𝑡) + 𝑞𝑁𝜌𝑁 (𝑡). We are inter-
ested in MFPT (9) and CV (12) for which we can
use 𝑓𝑢(𝑝), that is, solutions (2)–(4) with 𝑟 = 0. In
the case of a finite chain with two sinks at its edges,
there exist additional important observables, such as
the splitting probabilities 𝑊0 and 𝑊𝑁 (cf. [12, 13])
of the exit through the corresponding terminal node;
obviously, 𝑊0 +𝑊𝑁 = 1. They are simply

𝑊0 = 𝑞0

∞∫︁
0

𝜌0(𝑡)d𝑡 = 𝑞0𝜌0(𝑝 → 0),

𝑊𝑁 = 𝑞𝑁

∞∫︁
0

𝜌𝑁 (𝑡)d𝑡 = 𝑞𝑁𝜌𝑁 (𝑝 → 0).

(18)

In addition, apart from the unconditional MFPT,
there exist its conditional analogs ⟨𝑡0⟩ and ⟨𝑡𝑁 ⟩ re-
lated to the times of reaching the corresponding tar-
get (cf. [14]). Their distribution functions are the cor-
responding normalized flows:

𝑓0(𝑡) =
𝑞0𝜌0(𝑡)∫︀∞

0
𝑞0𝜌0(𝑡)d𝑡

=
𝜌0(𝑡)

𝜌0(0)
,

𝑓𝑁 (𝑡) =
𝑞𝑁𝜌𝑁 (𝑡)∫︀∞
0

𝑞𝑁𝜌𝑁d𝑡
=

𝜌𝑁 (𝑡)

𝜌𝑁 (0)
,

so that [9]

⟨𝑡0⟩ = − dln𝜌0(𝑝)
d𝑝

⃒⃒⃒⃒
𝑝=0

, ⟨𝑡𝑁 ⟩ = − dln𝜌𝑁 (𝑝)

d𝑝

⃒⃒⃒⃒
𝑝=0

.

(19)

3. Calculation of Observables
in Particular Cases

In this section, we list the results for several im-
portant illustrative versions of our rather multi-
parametric system defined by Eq. (1) 1. A special em-
phasis is made on the new features of observables due
to the possible distinctions between 𝑛0 and 𝑛𝑟 (and
also between 𝑞0 and 𝑞𝑁 ). It is useful to begin with
the case of an infinite chain. This is practically the
only case for which one can obtain the explicit time
evolution (5). In spite of the absence of terminal tar-
gets, one can pose a question about MFPT, implying
the first reaching of a certain (say, zeroth) node after
starting at node 𝑛0. However, finding the correspond-
ing 𝑓𝑟(𝑡) implies the solution of an auxiliary problem

1 Partially, they were presented in works [7–9].
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Fig. 1. Splitting probabilities for 𝑁 = 5, 𝑘 = 0.5, 𝑞0 = 0.05, 𝑞𝑁 = 5; 𝑛0 = 𝑛𝑟 [9]

for a semi-infinite chain (𝑛 = 0, 1, 2, ...) with a sink
𝑞0 = 𝑘 at the zeroth node and an implied target at
node 𝑛 = −1, so that 𝑓𝑟(𝑡|𝑛0, 𝑛𝑟) = 𝑘𝜌0(𝑡|𝑛0, 𝑛𝑟, 𝑟).
In this case, following the receipt of Section 2, we can
obtain [9]:

⟨𝑇𝑟 (𝑛0, 𝑛𝑟)⟩ =
1

𝑟

(︀
𝜑𝑛0+1 − 1

)︀
𝜑𝑛𝑟−𝑛0 , (20)

where 𝜑 = 1 + (𝑟/2𝑘) +

√︁
(𝑟/𝑘) + (𝑟/2𝑘)

2. It is easy
to check that this MFPT is infinite both for 𝑟 = 0
(what is well known for diffusion along an infinite
line and remains valid for an infinite chain) and for
𝑟 → ∞ 2. Consequently, it has a minimum at some
finite optimal 𝑟*. This is a second (after the emer-
gence of the non-equilibrium steady state) main re-
setting effect. In comparison with the case 𝑛0 = 𝑛𝑟,
MFPT (20) contains a factor 𝜑𝑛𝑟−𝑛0 , and, since
𝜑 > 1, it increases (if 𝑛𝑟 > 𝑛0) or decreases (if
𝑛𝑟 < 𝑛0) the MFPT for identical 𝑛𝑟, 𝑛0. But even
in the case where 𝑛0 is close (or even equal!) to zero
and 𝑛𝑟 ≫ 𝑛0, there exists the optimal resetting rate
𝑟* minimizing the MFPT – so important is the elim-
ination of detrimental trajectories to the infinite side
of the chain. In passing, we note that our considera-
tion is applicable in the case of an initial node adja-
cent to the target, whereas such a case is impossible
in the continuous model (there is no analog of an ad-
jacent point).

Proceed to finite chains. First, consider symmetri-
cal boundary conditions, i.e., 𝑞0 = 𝑞𝑁 . Here, calcula-
tions of the splitting probabilities (18) are straight-
forward since we simply take solutions (2) in the limit
𝑝 → 0. If, in addition, 𝑛0 = 𝑛𝑟, then, with 𝑟 growing,
domination of one (whose edge is closer to 𝑛𝑟) of 𝑊0,

2 Except the case 𝑛𝑟 = 0 when, obviously,
⟨𝑇𝑟→∞ (𝑛0, 𝑛𝑟 = 0)⟩ = 1/𝑘.

𝑊𝑁 becomes only stronger, so that, for 𝑟 → ∞, the
corresponding splitting probability reaches 1, while
the other – 0. As for the MFPT, its behavior is more
complex. In short chains and for not so intense sinks,
the optimal resetting rate 𝑟* could be absent (for
𝑁 = 2, 𝑟* does not exist for any 𝑞0 [7, 8]). This es-
sentially differs from the results in the corresponding
continuous model in which 𝑟* always exists for 𝑛0

close to any of the interval ends [14].
The difference of the resetting and initial nodes,

𝑛0 ̸= 𝑛𝑟, causes an interesting effect of inversions
of the splitting probabilities. For instance, in a chain
with seven nodes (𝑁 = 6), 𝑊0(𝑟 → ∞|𝑛0, 𝑛𝑟 = 2) →
1 for any 𝑛0 (because 𝑛𝑟 is closer to node 0). Ho-
wever, for 𝑛0 > 4, when 𝑊0(𝑟 = 0|𝑛0, 𝑛𝑟 = 2) <
< 𝑊𝑁 (𝑟 = 0|𝑛0, 𝑛𝑟 = 2), increasing 𝑟 eventually
leads to inverting this inequality. The MFPT behav-
ior is also changed. While, with identical 𝑛0 = 𝑛𝑟,
the optimal rate 𝑟* exists for 𝑛0 = 1, 5 (those close
to the edges) only, here, for example, for 𝑛𝑟 = 1, it
exists for any 𝑛0 (except, of course, terminal nodes),
see [9] for corresponding graphics.

Now, consider the asymmetrical boundary condi-
tions, 𝑞0 ̸= 𝑞𝑁 . Here, interesting effects emerge even
in short chains with identical initial and resetting
nodes (see the example for 𝑁 = 2 in [7, 8]). Take,
for instance, the case 𝑁 = 5 with 𝑞0 and 𝑞𝑁 differ-
ing by two orders. Placing 𝑛0 closer to the left end
(𝑛0 = 0, 1, 2), one has a pronounced inversion of 𝑊0

and 𝑊𝑁 with 𝑟 growing; however, for 𝑛0 > 3, it disap-
pears (see Fig. 1). The possibility of such inversion as
a resetting control ability can be important in various
applications.

The MFPT in such a chain with six nodes exhibits
four qualitatively different behaviors with 𝑟 growing,
depending on 𝑛0 (see Fig. 8 in [9]).
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a b
Fig. 2. MFPT, standard deviation and coefficient of variation
as functions of 𝑟 for a finite chain with 𝑁 = 5, 𝑘 = 1, 𝑞0 = 0.1,
𝑞𝑁 = 10 and 𝑛𝑟 = 4. 𝑛0 = 1 (a); 𝑛0 = 𝑛𝑟 = 4 (b)

Fig. 3. Tight binding model. Initial condition: the walker is
on node 𝑛0

The difference of 𝑛0 and 𝑛𝑟 does not add new
shapes of 𝑊0,𝑁 (𝑟) except some details. For instance,
for 𝑁 = 5, the placement 𝑛𝑟 = 2 permits inversion
for any 𝑛0 from 0 to 5, but 𝑛𝑟 = 3 eliminates it for all
𝑛0. The unconditional MFPT exhibits a more various
behavior: with 𝑛𝑟 = 2, 𝑟* is absent for all 𝑛0, while,
with 𝑛𝑟 = 4, it appears for any 𝑛0. For different con-
ditional MFPT behaviors, see the examples in [9].

Now, turn to the coefficient of variation and “ben-
efit criterion” (17). The plots of calculated CV𝑟 to-
gether with that of 𝜎𝑟 and ⟨𝑇𝑟⟩ are presented in Fig. 2
for a chain with 𝑁 = 5, 𝑘 = 1, 𝑞0 = 0.1, 𝑞𝑁 = 10
and 𝑛𝑟 = 4 in the two illustrative cases: for non-
coincident 𝑛0 = 1 and coincident 𝑛0 = 4.

One can see that, in both cases, 𝑟* exists, and the
resetting is beneficial. However, it follows from the
left plot that ⟨𝑇𝑟(1, 4)⟩ is always larger than 𝜎𝑟(1, 4),
including the case 𝑟 = 0. Calculations give ⟨𝑇 (1)⟩ =
= ⟨𝑇𝑟=0(1, 4)⟩=10.364 whereas 𝜎𝑢(1) =𝜎𝑟=0(1, 4) =
= 9.110, so that CV𝑢(1) = CV𝑟=0(1, 4) = 0.879 < 1.
According to the “universal” criterion CV2

𝑢 < 1, the
resetting should not be beneficial; nevertheless, in this
case of 𝑛0 ̸= 𝑛𝑟, it is, and criterion (16) loses its uni-
versality„ as well as the relationship CV𝑟* = 1. Ho-
wever, the obtained above improved criterion (17) re-
mains valid. Indeed, ⟨𝑇 (4)⟩ = ⟨𝑇𝑟=0(4, 4)⟩ = 4.464,
and it is easy to check that inequality (17) holds. At
the same time, for coincident 𝑛0 = 𝑛𝑟 = 4, as can
be seen from the right plot in Fig. 2, CV2

𝑢 > 1, and
criterion (16), as well as the “universal” relationship

CV𝑟* = 1, works, since, for the optimal value 𝑟* =
= 2.53 the values of the MFPT and standard de-
viation coincide, 𝜎𝑟*=2.53(4, 4) = ⟨𝑇𝑟*=2.53(4, 4)⟩ =
= 1.862.

With this, we finish a short list of the peculiarities
of classical random walks in a regular chain, which
appear due to the Poissonian resetting, and attempt
to consider quantum walks in the same structure.

4. Quantum Walks

One can try to consider the resetting influence on
quantum migration along a 1D lattice. For this, the
tight binding model with the Hamiltonian

𝐻 = 𝐿
∑︁

𝑛
(|𝑛⟩ ⟨𝑛+ 1|+ |𝑛+ 1⟩ ⟨𝑛|) (21)

looks as a proper starting point. Here, |𝑛⟩ represents a
particle-walker state localized on the node 𝑛, and 𝐿 is
the integral of jumps between the nearest neighbours,
see Fig. 3. It is supposed that ⟨𝑚|𝑛⟩ = 𝛿𝑚𝑛.

Although it might seem that we can proceed along
the lines similar to those in the previous Sections, it
will be clear soon that this way brings some initial
results only. The quantum character of walks poses
not so simple and still highly debated questions.

To illustrate this, let us begin with an infinite chain,
when 𝑛’s in Eq. (21) are integers from −∞ to +∞. In
this case, the Schrödinger equation d |Ψ(𝑡)⟩ /d𝑡 =
= −𝑖𝐻 |Ψ(𝑡)⟩ (~ = 1) for the wave function |Ψ(𝑡)⟩ =
=
∑︀

𝑛 𝑐𝑛(𝑡) |𝑛⟩ immediately reduces to the canonical
relationship for Bessel functions, so that, under initial
condition |Ψ(0)⟩ = |𝑛0⟩, the solution is

𝑐𝑛 (𝑡|𝑛0) = (−1)
𝑛−𝑛0 𝐽𝑛−𝑛0 (2𝐿𝑡). (22)

Underlying propagator (22) is the base for solving nu-
merous problems concerning the particle motion un-
der various boundary conditions, in the presence of
irregularities (sinks or traps), etc., when the quan-
tum nature of motion sometimes leads to counter-
intuitive results (see, e.g., [12]). The evolution for
the probability to find the particle on node 𝑛 is
given by the diagonal element of the density matrix
𝜌(𝑡) = |Ψ(𝑡)⟩ ⟨Ψ(𝑡)|. According to Eq. (22), it reads:

𝜌𝑛𝑛 (𝑡|𝑛0) = |𝑐𝑛 (𝑡|𝑛0)|2 = 𝐽2
𝑛−𝑛0

(2𝐿𝑡), (23)

and, as distinct from the classical case, its decay
to 0 in the limit 𝑡 → ∞ is accompanied by oscilla-
tions. A more essential distinction can be seen after

596 ISSN 2071-0194. Ukr. J. Phys. 2024. Vol. 69, No. 8



Continuous Time Random Walks with Resetting

calculating the mean square displacement, MSD =
=
∑︀

𝑛 (𝑛− 𝑛0)
2
𝜌𝑛𝑛 (𝑡|𝑛0). Using Eq. (23), one can

obtain that

MSD = 2𝐿2𝑡2. (24)

Eq. (24) points the ballistic character of quantum
propagation with “velocity” 𝐿

√
2 while in the classical

counterpart MSD ∼ 𝑡. This feature looks promising
for the supposed efficiency of quantum search algo-
rithms, quantum computing, so on.

Let us now introduce the resetting, which, as ear-
lier, is implied to be Poissonian. Suppose that the sys-
tem with Hamiltonian (21) is prepared in state |Ψ(0)⟩
at 𝑡 = 0. In the interval [𝑡, 𝑡+d𝑡], the system may re-
turn to the determined resetting state |𝑛𝑟⟩with prob-
ability 𝑟d𝑡, or, with the probability 1− 𝑟d𝑡, continue
to evolve unitarily, obeying the Schrödinger equation,
as |Ψ(𝑡)⟩ = exp(−𝑖𝐻𝑡) |Ψ(0)⟩:

|Ψ(𝑡+ d𝑡)⟩ =

⎧⎪⎨⎪⎩
|𝑛𝑟⟩ with the probability 𝑟d𝑡,

(1− 𝑖𝐻d𝑡) |Ψ(𝑡)⟩,
with the probability(1− 𝑟d𝑡).

Due to the resetting, the density matrix does not cor-
respond to a pure state any longer and should be av-
eraged on all possible resets in the interval [0, 𝑡]. This,
in principle, can be done by summarizing the corre-
sponding infinite series [15]. It is much simpler, how-
ever, to apply the last renewal equation (5), which
retains its validity in the quantum case also [2]:

𝜌𝑟 (𝑡|𝑛0, 𝑛𝑟) = 𝑒−𝑟𝑡𝜌𝑢 (𝑡|𝑛0) + 𝑟

𝑡∫︁
0

𝑒−𝑟𝜏𝜌𝑢 (𝜏 |𝑛𝑟)d𝜏,

(25)

where 𝜌𝑢 (𝑡|𝑚) is the density matrix of the sys-
tem with no resetting, so that 𝜌𝑢 (𝑡|𝑛0) =
= 𝑒−𝑖𝐻𝑡𝜌𝑢 (0|𝑛0) 𝑒

𝑖𝐻𝑡, and 𝜌𝑢 (0|𝑛0) = |𝑛0⟩ ⟨𝑛0|. Ob-
viously, the stationary density matrix 𝜌st𝑟 (𝑛𝑟) is

𝜌st𝑟 (𝑛𝑟) = 𝑟

∞∫︁
0

𝑒−𝑟𝑡𝜌𝑢 (𝑡|𝑛𝑟)d𝑡 (26)

and represents a non-equilibrium steady state with
detailed balance violation caused by internal flows
generated by resets. In our case, the density matrix
for the underlying process 𝜌𝑢(𝑡|𝑙)=

∑︀
𝑛𝑚 𝑐*𝑛(𝑡|)𝑐𝑚(𝑡|𝑙)

includes amplitudes (22)„ and its diagonal elements
are given by Eq. (23). Then the evolution and station-
ary values of the probability of the walker presence at
node 𝑛 read:

𝑃𝑛(𝑡) ≡ [𝜌𝑟 (𝑡|𝑛0, 𝑛𝑟)]𝑛𝑛 =

𝑒−𝑟𝑡𝐽2
𝑛−𝑛0

(2𝐿𝑡) + 𝑟

𝑡∫︁
0

𝑒−𝑟𝜏𝐽2
𝑛−𝑛𝑟

(2𝐿𝜏)d𝜏, (27)

𝑃 st
𝑛 = 𝑟

∞∫︁
0

𝑒−𝑟𝑡𝐽2
𝑛−𝑛𝑟

(2𝐿𝑡)d𝑡 =

=
𝑟

2𝜋𝐿
𝑄𝑛−𝑛𝑟−1/2

(︂
𝑟2

𝐿2
+ 1

)︂
, (28)

where 𝑄𝜈(𝑥) is the Legendre function of the second
kind [16]. The same results derived in a more complex
way were recently obtained in work [15].

Fig. 4 exemplifies the stationary distribution and
evolution of some node occupation probabilities. The
shape of the plot in Fig. 4, a is similar to that of the
stationary distribution (6) for classical walks in an
infinite chain with the resetting. With 𝑟 growing, it
becomes narrower around 𝑛𝑟, what is natural. Howe-
ver, its asymptotic for 𝑟 → ∞, as follows from (28), is
somewhat different and proportional to 𝑟−2𝑛 instead
of 𝑟−𝑛 mentioned above.

Quantitative characteristics of localization caused
by introducing classical resetting stochasticity to a
quantum system can be easily calculated with the
use of Eqs (27), (28). In particular, the stationary
mean displacement

∑︀
𝑛 𝑃

st
𝑛 (𝑛− 𝑛0) = 𝑛𝑟 − 𝑛0, and

the stationary mean square displacement MSDst =
=
∑︀

𝑛 𝑃
st
𝑛 (𝑛− 𝑛0)

2 is 4𝐿2/𝑟2.
Regrettably„ the further advance in studying the

classical resetting effects in quantum walks along a
one-dimensional lattice seems hardly possible. First,
there is a serious technical obstacle for finding the
occupation probabilities even in chains with a sin-
gle irregularity (e.g., an edge, a sink, etc.). There is
no special problem to find the Laplace transforms
of corresponding amplitudes 𝑐𝑛(𝑝) [12]. However, to
invert them or to find with their help at least the
Laplace transforms of the square of their moduli,
i.e., 𝜌𝑛(𝑝), is a daunting task. Even a bigger obsta-
cle, a fundamental one, roots in the impossibility to
correctly define the MFPT. For example, in the just
considered case of an infinite chain, it is impossible
to formulate the auxiliary problem for a semi-infinite
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a b c
Fig. 4. Stationary distribution of node occupation for different rates of resetting to node 𝑛𝑟 = 0. 𝐿 = 1. 𝑟 = 0.1 (curve 1);
𝑟 = 1 (curve 2) (a). Evolution of some occupation probabilities (𝑛𝑟 = 0, 𝑟 = 0.1) (b, c). 𝑛0 = 0 (b): 𝜌0 (curve 1), 𝜌5 (curve 2);
𝑛0 = 5 (c)

chain with an irreversible transition from the terminal
node to the target, since the corresponding transition
rate cannot be built with the only parameter 𝐿 of
the quantum-mechanical resonance exchange. Conse-
quently, one cannot correctly introduce the distribu-
tion function 𝑓(𝑡) = 𝜅𝜌0(𝑡), as it is completely unclear
what is 𝜅.

These reasons, as well as additional considera-
tions concerning the peculiarities of quantum mea-
surements, have led to the re-defining both the notion
of the MFPT (replacing it for the mean time of the
first detection) and the resetting itself (replacing it for
projective measurements on a certain node). Current-
ly, various approaches in this direction are intensively
debated. This goes beyond the content of the present
paper; for the corresponding latest works, see e.g., [3,
17, 18] and references therein.

5. Concluding Remarks

Random walks in a one-dimensional lattice belong to
the basic models of the theory of stochastic processes,
widely used for numerous applications in very diverse
branches of science. The present work represents the
most complete (up to date) analysis of the influence of
the Poissonian resetting upon such random walks in
chains of arbitrary length under arbitrary initial and
boundary conditions. The exact analytic expressions
for the dependence of the main observables (uncondi-
tional and conditional MFPTs, splitting probabilities,
coefficients of variation) on the resetting rate allow
one to reveal a variety of new resetting effects caused
by different locations of the initial 𝑛0 and resetting

𝑛𝑟 nodes, or by different boundary conditions at the
chain edges. In particular, the possibility of invert-
ing the ratio 𝑊0/𝑊𝑁 of the splitting probabilities by
varying the resetting rate (that is, of converting an
’undesired’ outcome into a ’desired’ one) illustrates
the resetting control abilities. The derived condition
of the resetting expediency (generalization of the ’uni-
versal’ criterion CV𝑢 > 1 for the case 𝑛0 ̸= 𝑛𝑟) shows
that the resetting can improve the search even un-
der a narrow distribution 𝑓𝑢(𝑡) of times of the first
passage in the underlying process, when CV𝑢 < 1.

As for quantum walks, one can trace the influ-
ence of the classical resetting upon the course of non-
equilibrium steady state formation in an infinite chain
without sinks. However, attempts to introduce the
observables similar to those in classical random walks
demand re-defining the notions of both the MFPT
and the resetting itself.

The present work, as well as practically all works
in this field so far, is of mostly academic char-
acter 3. Some aspects related to enzymatic cataly-
sis and conformationally branched Michaelis–Menten
schemes are discussed in [8, 9, 21]. A review of po-
tential applications of the models with the stochastic
resetting in a wide circle of multidisciplinary prob-
lems can be found in [4]. Although there is a lack
of direct experiments on, for instance, (bio)molecular
reactions or transport systems of molecular electron-
ics, the first observations of diffusion with the reset-

3 With the use of expressions presented, more specific statisti-
cal characteristics of random walks, like investigated in [19,
20], can be immediately calculated.

598 ISSN 2071-0194. Ukr. J. Phys. 2024. Vol. 69, No. 8



Continuous Time Random Walks with Resetting

ting [22, 23], together with already developed tech-
nique of extracting statistical characteristics of single-
molecular reactions, leave no doubt of using the cu-
mulative theoretical results for various real systems
with the resetting.

The work is performed within Project 0121U109816
of the NAS of Ukraine. Partial support from the Si-
mons foundation is gratefully acknowledged.

1. M.R. Evans, S.N. Majumdar. Diffusion with stochastic re-
setting. Phys. Rev. Lett. 106, 160601 (2011).

2. M.R. Evans, S.N. Majumdar, G. Schehr. Stochastic reset-
ting and applications. J. Phys. A: Math. Theor. 53, 193001
(2020).

3. A. Nagar, S. Gupta. Stochastic resetting in interacting par-
ticle systems: A review. J. Phys. A: Math. Theor. 56,
283001 (2023).

4. A. Pal, V. Stojkoski, T. Sandev. Random resetting in
search problems. arXiv:2310.12057v2 (2023).

5. S. Gupta, A. Jayannavar. Stochastic resetting: A (very)
brief review. Front. Phys. 10, 789097 (2022).

6. O.L. Bonomo, A. Pal. First passage under restart for dis-
crete space and time: application to one-dimensional con-
fined lattice random walks. Phys. Rev. E 103, 052129
(2021).

7. L.N. Christophorov. Random walk with resetting in a 1D
chain. Rep. Natl. Acad. Sci. Ukraine (Dopovidi) 8, 43
(2020).

8. L.N. Christophorov. Peculiarities of random walks with
resetting in a one-dimensional chain. J. Phys. A: Math.
Theor. 54, 015001 (2021).

9. L.N. Christophorov. Resetting random walks in one-
dimensional lattices with sinks. J. Phys. A: Math. Theor.
55, 155006 (2022).

10. S. Reuveni. Optimal stochastic restart renders fluctua-
tions in first passage times universal. Phys. Rev. Lett. 116,
170601 (2016).

11. A. Pal, V.V. Prasad. Landau-like expansion for phase tran-
sitions in stochastic resetting. Phys. Rev. Res. 1, 032001
(2019).

12. L.N. Christophorov, A.G. Zagorodny. Peculiarities of mi-
gration and capture of a quantum particle in a chain with
traps. Chem. Phys. Lett. 682, 77 (2017).

13. L.N. Christophorov, V.N. Kharkyanen. Theory of interim-
purity transitions in condensed medium. Phys. stat. sol (b)
116, 415 (1983).

14. A. Pal, V.V. Prasad. First passage under stochastic reset-
ting in an interval. Phys. Rev. E 99, 032123, (2019).

15. D. Das, S. Dattagupta, S. Gupta. Quantum unitary evo-
lution interspersed with repeated non-unitary interactions
at random times: The method of stochastic Liouville equa-
tion, and two examples of interactions in the context of a
tight-binding chain. J. Stat. Mech.: Theory Exp. 053101
(2022).

16. H. Bateman. Tables of Integral Transforms (McGrow-Hill,
1954), Vol. 1.

17. R. Yin, E. Barkai. Restart expedites quantum walk hitting
times. Phys. Rev. Lett. 130, 050802 (2023).

18. M. Kulkarni, S.N. Majumdar. First detection probability
in quantum resetting via random projective measurements.
J. Phys. A: Math. Theor. 56, 385003 (2023).

19. J. Klinger, R. Voituriez, O. Bénichou. Distribution of the
span of one-dimensional confined random processes before
hitting a target. Phys. Rev. E 103, 032107 (2021).

20. G.R. Calvert, M.R. Evans. Searching for clusters of targets
under stochastic resetting. Eur. Phys. J. B 94, 228 (2021).

21. L.N. Christophorov. Influence of substrate unbinding on ki-
netics of enzymatic catalysis. Rep. Natl. Acad. Sci. Ukraine
(Dopovidi), 1, 40 (2019).

22. B. Besga, A. Bovon, A. Petrosyan, S. N. Majumdar, S. Ci-
liberto. Optimal mean first-passage time for a Brownian
searcher subjected to resetting: Experimental and theoret-
ical results. Phys. Rev. Res. 2, 032029 (2020).

23. O. Tal-Friedman, A. Pal, A. Sekhon, S. Reuveni, Y. Roich-
man. Experimental realization of diffusion with stochastic
resetting. J. Phys. Chem. Lett. 11, 7350 (2020).

Received 15.08.24

Л.М.Христофоров

НЕПЕРЕРВНI В ЧАСI ВИПАДКОВI БЛУКАННЯ
З РЕСЕТИНГОМ В ОБМЕЖЕНОМУ ЛАНЦЮЖКУ

Детально проаналiзовано модель класичних випадкових
блукань з пуассонiвським ресетингом в одновимiрнiй ґратцi
в її загальному варiантi. Акцент зроблено на ефектах ресе-
тингу, якi виникають внаслiдок рiзноманiтностi довiльних
початкових i граничних умов. Також обговорюється кван-
товий аналог моделi.

Ключ о в i с л о в а: випадкове блукання, низьковимiрнi
ґратки, стохастичний ресетинг, доцiльнiсть ресетингу, кван-
товi блукання.
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