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The optimization problem of the well-known minority game model
is studied by methods of statistical physics. The problem is re-
duced to the study of the ground state of some effective system
with continuous spin described by a replica Hamiltonian with ran-
dom parameters. With the use of the central limit theorem of
probability theory, the representations of the distribution function
for parameters of the Hamiltonian are obtained, and the transi-
tion to the Gauss distribution in the case of large P is realized.
Within approximations 1RSB and 2RSB in the replica method,
the dependence of the minimum of the quantity under study on
the parameter α is determined. It is shown that, in the region of
applicability, the proposed method gives a less value of the mini-
mum than that obtained in the cited works.

1. Introduction

As is well known [1–3], the application of methods and
approaches of the statistical physics of disordered sys-
tems allowed one to obtain a number of important results
concerning the classical optimization problems in studies
of operations, models of neuron networks, and a num-
ber of other systems. In the last years, a trend named
econophysics [4], where the methods and approaches of
statistical physics are used in the simulation of economic
systems, is developed. In particular, the physicists pro-
posed several models for the description of financial and
share markets [4, 5]. We will pay attention to the minor-
ity game model which was studied in [6–12]. This model
concerns with diverse studies. But here, we will consider
an optimization problem arisen in the model. The foun-
dations of the model are presented in the literature quite
completely (see, e.g., [11]), so we mention them briefly.

In the minority game, a market is modeled by the
game interaction of N agents. At every time moment t,

the i-th agent (i = 1, . . . , N) realizes an action ai(t) = 1
(purchase) or ai(t) = −1 (sale). The gain of the i-th
agent ui(t) with regard for the actions of all agents is
determined by the formula

ui(t) = −ai(t)A(t), where A(t) =
N∑
i=1

ai(t). (1)

Formula (1) models the interaction between agents on
the market in terms of the global quantity A(t). It is
obvious that, at every time moment, all agents on the
market can be divided into two groups by the chosen
action (purchase or sale). The definition (1) yields the
minority rule: the winner is an agent who belongs to
the minority. The gained action of the agent who is in
minority can be written in the form ai(t) = −sign(A(t)),
and his/her gain is equal to |A(t)|. Respectively, the ac-
tion of an agent in majority is ai(t) = sign(A(t)), and
his/her loss is −|A(t)|). The total gain of all agents is∑
i ui = −A2 and is always negative. All agents have

access to the common information which is described at
the time moment t by an integer µ(t) = 1, . . . , P . Since
the behavior of agents affects the market, this action is
denoted by Aµ(t)(t). Generally, there exist 2P strategies,
but we assume that each agent chooses only S ones from
the total amount. Let the action of the i-th agent, who
follows the strategy s and uses the information µ(t), be
aµs,i (in the stationary case, the time variable t is omit-
ted). We consider that the number P is rather large, of
the same order as N, and the value of α = P/N is finite
as N →∞ and P →∞. The quantity µ is described by
a certain distribution ρµ regardless of each time step (in
what follows, we take ρµ = 1/P ). In the model, it is also
given that the actions of agents aµs,i for each time step



GAUSS APPROXIMATION IN THE OPTIMIZATION PROBLEM

are random and independent with the probabilities

P (aµs,i = +1) = P (aµs,i = −1) =
1
2
,

i = 1, . . . , N, s = 1, . . . , S, µ = 1, . . . , P.

For the analysis of a game, we introduce the mixed
strategies (see, e.g., [13]) that are characterized by the
probabilities, with which the i-th agent uses a given
strategy (the condition

∑
s πs,i = 1 is satisfied). The

set of variables πs,i determines the phase space of the
model [11]. In this space, the mean values of quantities
are defined as follows:

〈Aµ〉 =
N∑
i=1

S∑
s=1

πs,i a
µ
s,i . (2)

In works [9–11], the collective properties of the model
are described with the use of the quantity

H =
P∑
µ=1

ρµ
( N∑
i=1

S∑
s=1

πs,i a
µ
s,i

)2

(3)

which determines fluctuations (2). It was also estab-
lished [11] that (3) possesses properties of the Hamilto-
nian of a system. In the case where H = 0, the game is
symmetric, i.e. 〈Aµ〉 = 0 for ∀µ (2), and the mean gain
is zero, according to the above-written. But if H > 0,
then the game is asymmetric (the symmetry of the ac-
tions of agents concerning the purchase and the sale is
broken). Hence, there exists µ, for which 〈Aµ〉 > 0), and
the gained strategy is realized.

In the above-cited works, the minimum of (3) was
studied on the set of variables {πs,i}. The investigation
of the minimum is reduced to the calculation of the “free
energy” of a system which is described by Hamiltonian
(3) at “zero temperature” or at the unbounded reciprocal
temperature β → ∞. Since (3) depends on the actions
of players aµs,i, the derivation of substantive results re-
quires to average over all possible actions of agents aµs,i.
As a result, we are faced with a problem of the the-
ory of disordered systems with “frozen” disorder which
is solved within the method of replicas. In works [6–12],
the asymptotically exact solution was obtained for the
minimum of (3) as N,P →∞ with P/N = α ∼ 1. This
solution describes a phase transition with the symmetry
breaking at the point αc ≈ 0.3374. In other words, H = 0
for α 6 αc, and H > 0 for α > αc. Since the parameter
α is connected with the quantity P that is a measure of
information, the mentioned solution is also interpreted

as the influence of information on a market. Namely,
if no information is available, then the market is char-
acterized by the complete equilibrium. The presence of
information breaks the equilibrium on the market, i.e.,
the gained strategy exists.

The asymptotic solution was obtained in [9–11] with
the use of the expansion in the parameter∼ β/P which is
considered small for large values of P. In fact, a relation
of the type

cos
(√ β

P
x
)
' exp

(
− β

2P
x2
)

(4)

was applied. In work [14], it was noted that approxi-
mation (4) is valid for finite values of β and cannot be
substantiated at β →∞. In addition, the mentioned so-
lution involves some contradiction. In particular, the
quantity χ = β(Q− q)/α diverges for the obtained solu-
tion as α→ αc. The divergence is obviously related to
the fact that Q 6= q as β → ∞ (0 ≤ Q, q ≤ 1). At
the same time, the quantity β

∑
i,s πs,iπs,i ∼ χ is con-

sidered to be bounded in the input relations at the use
of approximation (4).

In this connection, a procedure of construction of the
asymptotic solution which is based on ideas of the limit
theorems of probability theory [17] was considered in
[14]. In particular, the transition to the Gauss vari-
ables (distributed by the normal law) was realized in
the limit P → ∞ for a sum of random variables of the
form 1√

P

∑
µ(. . .). As a result, the study of the minimum

of (3) is reduced to the study of the ground state of the
Hamiltonian with parameters distributed by the Gauss
law. The calculations executed in the approximation of
symmetric replicas have revealed different dependences
of (3) on the parameter α as compared with the litera-
ture data [9–11].

In the present work, we will construct the distribu-
tion function (characteristic function) for parameters of
the Hamiltonian and carry out more successively the
limit transition to the Gauss approximation. We will
also study the ground state of the Hamiltonian with the
replica symmetry breaking on one (1RSB) and two steps
(2RSB) [15].

2. Gauss Approximation

As was noted above, the problem consists in the determi-
nation of the minimum of the Hamiltonian H on the set
of variables {πs,i}. To this end, we define the partition
function of the system as

Z(β) = Spπ exp(−βH(π)),
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where β is the “reciprocal temperature”, Spπ stands for
the integration over the variables πs,i ∈ [0, 1] with regard
for the condition

∑
s πs,i = 1 for each i = 1, . . . , N :

Spπ(. . .) =

1∫
0

∏
s,i

dπs,i(. . .). (5)

The notation H(π) indicates the dependence on the
probabilities of mixed strategies {πs,i}. Like the study
of a ground state of physical systems (see, e.g., [16]),
the determination of the minimum can be reduced to
the study of the ground state of the Hamiltonian at the
“zero temperature”. As a result, we obtain the relation

min
π
H(π) = − lim

β→∞

1
β

lnZ(β). (6)

After the averaging of (6) over all possible actions of
players aµs,i, we obtain

H = 〈min
π
H(π)〉a = − lim

β→∞

1
β
〈lnZ(β)〉a. (7)

For simplicity, we consider the case with two states S = 2
[11] and represent (3) in the form of a Hamiltonian given
on the set of variables πi with random parameters [14].
The parameters of the Hamiltonian are sums (over the
index µ) of independent random quantities. For large
values of P ∼ N, the parameters are random values
that are approximately set by the Gauss distribution ac-
cording to the limit theorems of probability theory [17].
Thus, we can pass from the averaging of the partition
function (7) over distributions of the quantities aµs,i to
the averaging over the Gauss distributions of parameters
of the Hamiltonian. After the obvious transformations,
Hamiltonian (3) can be written in the form

H = Ĉ0 +
∑
i

d̂iπ
2
i +

∑
i<j

Ĵijπiπj +
∑
i 6=j

k̂ijπi , (8)

where we introduced the notation

Ĉ0 =
1

4P

∑
µ

(∑
i

aµi+

)2

,

d̂i =
1

4P

∑
µ

(aµi−)2,

Ĵij =
1

2P

∑
µ

aµi−a
µ
j−,

k̂ij =
1

2P

∑
µ

aµi−a
µ
j+,

aµi± = aµ1,i ± a
µ
2,i . (9)

After the substitution of (8) in (7), it is easy to see that
〈Ĉ0〉a = N/2. The remaining terms in (8) have the struc-
ture of the Hamiltonian of a system with continuous spin
(πi ∈ [−1, 1], i = 1, . . . , N). We note that formula (8)
contains no approximations and is only another form of
Hamiltonian (3). We now pass to the normalized param-
eters {d̃i, J̃ij , and k̃ij}, whose mean values and variances
are equal to 0 and 1, respectively. We have

H =
1
2

∑
i

( d̃i√
P

+ 1
)
π2
i +

1√
P

∑
i<j

J̃ijπiπj+

+
1√
P

∑
i6=j

k̃ijπi. (10)

The normalized quantities are connected with the previ-
ous ones (9) by the relations

d̂i =
1
2

( d̃i√
P

+ 1
)
, Ĵij =

J̃ij√
P
, k̂ij =

k̃ij√
P
. (11)

We now introduce the distribution function Ψ(d, J, k)
for parameters (11) and represent the relation for the
minimum of (7) in the form

H =
N

2
− lim
β→∞

1
β
〈lnZ(β)〉Ψ, (12)

where

Z(β) =

1∫
−1

∏
i

dπi
2

exp(−βH) .

The calculation of the distribution function Ψ(d, J, k)
(its characteristic function) is given in Appendix A,
where it is shown that the function Ψ(d, J, k) in the prin-
cipal order in the parameter 1/

√
P tends to the Gauss

distribution function (A.11). With the use of (A.11), the
averaging in (12) within the method of replicas can be
performed in the closed form, which gives the asymptot-
ically exact solution.

3. Method of Replicas

In the method of replicas [3, 15], we set

〈lnZ(β)〉Ψ = lim
n→0

1
n

ln〈Z(β)n〉Ψ. (13)
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As is known, the averaging in (13) is carried out for
integer n, and then the analytic continuation for real
n is realized. As a result, the minimum of (7) can be
written in the form

H =
N

2
− lim
β→∞

1
β

lim
n→0

1
n

ln〈Z(β)n〉Ψ. (14)

The partition function of the system of n replicas is given
by the formula

Z(β)n = Spπ exp(−βH(n)), (15)

where the Hamiltonian of the system is as follows:

H(n) =
1
2

∑
i,a

( di√
P

+ 1
)
πai

2 +
∑
i<j,a

Jij√
P
πai π

a
j+

+
1√
P

(∑
i6=j,a

kijπ
a
i

)
, (16)

where the index a numbers replicas. In (15), we used
the notation

Spπ(. . .) =

1∫
−1

∏
i,a

dπai
2

(. . .). (17)

After the averaging of the partition function of the sys-
tem of n replicas (15) with the Gauss distribution, we
obtain

〈Z(β)n〉Ψ = Spπ exp
(
−βH(n)

0 − βH(n)
int

)
, (18)

where the following notation is introduced:

H
(n)
0 =

1
2

∑
i,a

πai
2,

H
(n)
int = − β

8P

∑
i

(∑
a

πai
2
)2

− βN

2P

∑
i

(∑
a

πai

)2

−

− β

2P

∑
i<j

(∑
a

πai π
a
j

)2

. (19)

The component of the Hamiltonian, H(n)
int , in (19) de-

scribes the effective interaction between replicas. The
first term in (19) can be omitted, since its contribution ∼
N0. The further calculations consist in the factorization
of integrals by the variables of particles. By introducing

the overlapping matrix for replicas Q̂ab = 1√
N

∑
i π

a
i π

b
i ,

we write H(n)
int (19) in the form

H
(n)
int = −βN

4P

∑
a,b

Q̂2
ab −

βN

2P

√
N
∑
a,b

Q̂ab . (20)

Using the substitution P = αN for β →
√
αβ, we obtain

the following formula for the minimum:

H =
N

2
− lim
β→∞

1√
αβ

lim
n→0

1
n

ln Z̄(β)(n). (21)

After the above transformations, the partition function
for n replicas takes the form

Z̄(β)(n) = Spπ exp
(
−βH̄(n)

0 − βH̄(n)
int

)
, (22)

where

H̄
(n)
0 =

√
α

2

∑
i,a

πai
2,

H̄
(n)
int = −β

4

∑
a,b

Q̂2
ab −

β

2

√
N
∑
a,b

Q̂ab . (23)

Formula (23) determines the components of the effective
Hamiltonian after the averaging over the Gauss distribu-
tion. The dependence on the parameter α is given only
by the term H̄

(n)
0 . By analogy with spin systems, it can

be interpreted as the one-site anisotropy. Formulas (23)
and (21) imply also that the quantity H depends mono-
tonically on α. As α decreases, the second component in
(21) increases due to the factor 1/

√
α, which causes the

decrease of H. At some α0, H becomes zero. Thus, we
consider that approximation (23) is suitable for α > α0.

By using the integral transformation

e
1
2x

2
=

1√
2π

∞∫
−∞

dz e−
1
2 z

2
ezx

we linearize the component ∼ Q̂2
ab in (22) and factorize

the partition function (22) by the variables of particles.
As a result, we obtain the representation of the partition
function in the space of replica variables as

Z̄(β)(n) = L

∫
DQ exp(NΦ(Q)), (24)

where we denote

L =
( β√

2

)n2

, DQ =
∏
a,b

dQab√
2π

,
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Φ(Q) = −β
2

4

∑
a,b

Q2
ab + lnZ1(Q),

Z1(Q) =

1∫
−1

∏
a

dπa
2

exp(Φ1(Q)),

Φ1(Q) = −β
√
α

2

∑
a

π2
a +

β2

2

∑
a,b

Qabπaπb+

+
β2

2

(∑
a

πa

)2

. (25)

In the limit N → ∞, we calculate the integrals in (24)
by the Laplace method and obtain

Z̄(β)(n) = exp(NΦext(Q̄)), (26)

where Q̄ is the extreme value which is determined from
the steady-state equations

∂Φ(Q)
∂Qab

= 0→ Q̄ab = 〈πaπb〉π. (27)

The content of the averaging in (27) is given by the for-
mula

〈(. . . )〉π =
1

Z1(Q̄)

1∫
−1

∏
a

dπa
2

exp
[
Φ1(Q̄)

]
(. . . ) . (28)

As a result, the minimum of the quantity H is as follows:

H =
N

2
+

N√
α

lim
β→∞

lim
n→0

(1
4
β

n

∑
a,b

Q2
ab −

1
βn

lnZ1(Q)
)
.

(29)

It is obvious that the factor L in (24) gives no contri-
bution in the limit n → 0. Thus, formula (29) presents
a solution of the problem within the method of replicas.
The further calculations consist in a specific choice of the
overlapping matrix Q̂. In the approximation of symmet-
ric replicas (RS) that was considered in [14], the matrix
Q̂ is set in the form

Qab =
{
Q, a = b;
q, a 6= b.

The approximations with the replica symmetry break-
ing, 1RSB and 2RSB, are considered in Appendices B
and C.

4. Solution at β → ∞

4.1. Approximation 1RSB

The general relations of approximation 1RSB for ∀β are
given in Appendix B. Let us consider the limit for H
as β → ∞. We introduce the quantities χ = β(Q − q1)
and χ1 = β(q1 − q) which are named susceptibilities, by
analogy with spin systems. First, we consider the case
where these quantities are bounded as β → ∞. By per-
forming the subsequent transformations of the variable
z1 →

√
β
√

1 + q/
√
χ1 z1 and z1 → z1 − z, we represent

quantities (B.6) in the form

Z1 =
√
β
√

1 + q
√
χ1

∞∫
−∞

dz1√
2π

exp(−β 1 + q

2χ1
(z1 − z)2)Z̃m1 ,

Z1 =
√
β
√

1 + q
√
χ1

∞∫
−∞

dz1√
2π

exp
(
−β 1 + q

2χ1
(z1 − z)2

)
Z̃m1 ,

Z̃1 =

1∫
−1

dπ

2
exp
(
βφ(π)

)
,

φ(π) = −
√
α

2
π2 +

1
2
χπ2 +

√
1 + qπz1. (30)

It is easy to see that, as β →∞,
√
β
√

1 + q√
2πχ1

exp
[
−β 1 + q

2χ1
(z1 − z)2

]
→ δ(z1 − z) . (31)

This implies that, at the substitution of (31) in formulas
(B.7) and (B.8), the integrals over the variable z1 are cal-
culated explicitly, and we obtain approximation RS [14].
Obviously, it is a consequence of the assumption that the
quantity χ1 = β(q1 − q) is bounded as β →∞. In other
words, in the case where β →∞, we have that q1 → q,
and, respectively, approximation 1RSB passes into RS
(see also the remarks in Appendices B and C). We note
that this property of approximation 1RSB was also in-
dicated in [20, 21], where it was observed at numerical
calculations.

Solutions different from approximation RS arise if we
set the dependence m = m0/β for the parameter m.
Then the quantity Δq = q1 − q is finite as β → ∞.
At the next step, we will calculate the asymptotics of
the quantity Z̃1 (B.6). In formulas (B.7), (B.8), and
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(B.11), we perform preliminarily the successive change
of variables:

z → z

1 + q
, z1 →

z1
Δq

, z1 → z1 − z .

As a result, we obtain

Z̃1 =

1∫
−1

dπ

2
exp
(
βφ(π)

)
,

φ(π) = −
√
α

2
π2 +

1
2
χπ2 + πz1. (32)

As β →∞, the integral over π can be calculated by the
Laplace method. The maximum of φ(π) is attained at
the point

πmax =


−1, if z1 < −z0,
z1/z0, if −z0 < z1 < z0,

1, if z1 > z0,

(33)

z0 =
√
α− χ .

Respectively, for Z̃1 and Z1, we obtain

Z̃1 ' exp
(
m0φmax

)
, Z1 '

〈
exp
(
m0φmax

)〉
z1
,

where

φmax =


−z0/2− z1, if z1 < −z0,
z2
1/(2z0), if −z0 < z1 < z0,

−z0/2 + z1, if z1 > z0.

(34)

After simple algebraic transformations in the limit β →
∞, we get

H/N =
1
2

+
1

4
√
α

[2χ(Δq + q) +m0Δq(Δq + 2q)]−

− 1√
α

1
m0
〈ln〈em0φmax〉z1〉z . (35)

On the basis of (B.8) and (B.11), we obtain the system
of equations for the parameters χ, Δq, q, and m0:

χ =
1√

1 + q

〈
〈em0φmax d

dz1
πmax〉z1

〈em0φmax〉z1

〉
z

,

Δq + q = 〈
〈
π2

maxe
m0φmax〉z1〈

em0φmax〉z1
〉z,

Δq = 〈
〈πmaxe

m0φmax〉2z1
〈em0φmax〉2z1

〉z,

1
4
Δq(Δq + 2q) +

1
m2

0

〈ln〈em0φmax〉z1〉z−

− 1
m0
〈 〈φmaxe

m0φmax〉z1
〈em0φmax〉z1

〉z = 0. (36)

The averaging over the variables z and z1 is determined
by the formulas

〈. . .〉z =

∞∫
−∞

dz√
2π(1 + q)

exp
(
− z2

2(1 + q)

)
(. . .) ,

〈. . .〉z1 =

∞∫
−∞

dz1√
2πΔq

exp
(
− (z1 − z)2

2Δq

)
(. . .) . (37)

We studied the system of equations (36) numerically. In
order to compare with the results of RS [14], we consider
the dependence of Δq on α. It turns out that nonzero
values of Δq are observed in the region where the param-
eter α . 1.32. Moreover, Δq decreases monotonically to
zero, as α increases. As was noted above, this approxi-
mation is not suitable in the region, where the parameter
α . 1.32, since H < 0. In turn, the results of 1RSB at
Δq → 0 coincide with those in the approximation of
symmetric replicas, which is indicated in Appendix B.
This circumstance can be also illustrated in the follow-
ing way. As Δq → 0, the distribution function for the
variable z1 in (37) tends to the δ-function

1√
2πΔq

exp
(
− (z1 − z)2

2Δq

)
→ δ(z1 − z),

and the integration in formulas (35) and (36) over the
variable z1 is performed explicitly, and we arrive at ap-
proximation RS [14]. Hence, at α & 1.32, the results of
approximations 1RSB and RS are practically identical.
In this case, the value H = 0 is attained at α0 ≈ 1.345
(Figure, curve 1).

4.2. Approximation 2RSB

By analogy with approximation 1RSB, we now change
the variables m1 → m1/β, m2 → m2/β. The susceptibil-
ity χ = β(Q−q2) is bounded as β →∞. We now define
the variables Δq1 = q1−q and Δq2 = q2−q1 and perform
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Curve 1 – dependence of H on the parameter α; the curve crosses
the axis at the point α0 ≈ 1.345. Curve 2 – segment of the corre-
sponding function by work [11]

the following changes in the relations of approximation
2RSB (formulas (C.4), (C.5), (C.6), and (C.8)):

z → z

1 + q
, z1 →

z1
Δq1

, z2 →
z2

Δq2
,

z1 → z1 − z, z2 → z2 − z1 .

After these transformations, we obtain the minimum of
H in the form

H/N =
1
2

+
1

4
√
α

[
2χ(Δq1 + Δq2 + q)+

+m2Δq2(2Δq1 + Δq2 + q) +m1Δq1(Δq1 + 2q)
]
−

− 1√
α

1
m1
〈lnZ1〉z . (38)

Formulas (C.5) take the form

Z1 = 〈〈Z̃m2
2 〉

m1
m2
z2 〉z1 , Z̃2 =

1∫
−1

dπ

2
exp(βφ(π)),

φ(π) = −
√
α

2
π2 +

1
2
χπ2 + πz2 . (39)

In this case, the averaging over the variables z1 and z2
is realized with the Gauss functions

〈. . .〉z2 =

∞∫
−∞

dz2√
2πΔq2

exp
(
− (z2 − z1)2

2Δq2

)
(. . .),

〈. . .〉z1 =

∞∫
−∞

dz1√
2πΔq1

exp
(
− (z1 − z)2

2Δq1

)
(. . .),

and the averaging over z is carried out by the first for-
mula in (37). The subsequent scheme of calculations is
the same as for approximation 1RSB. First, we calculate
the asymptotics of the integral over π (quantity Z̃2 in
(39)). As a result, we obtain

Z1 ' 〈〈exp
(
m2φmax

)
〉

m1
m2
z2 〉z1 , Z̃2 ' 〈exp

(
m2φmax

)
〉z2 .

By comparing formulas (32) and (39), it is easy to see
that φmax is set by the same formula, as in (34), only
with the change z1 → z2. In this case, πmax is also de-
termined by formula (33) with the analogous change
z1 → z2. Eventually on the basis of Eqs. (C.6) and (C.8)
in the limit β → ∞, we get the system of equations for
the parameters χ,Δq2,Δq1, q,m1, and m2:

χ =
1√

1 + q
〈 1
Z1
〈〈em2φmax

dπmax

dz2
〉z2〈em2φmax〉

m1
m2
−1

z2 〉z1〉z,

Δq2 + Δq1 + q =

= 〈 1
Z1
〈〈π2

maxe
m2φmax〉z2〈em2φmax〉

m1
m2
−1

z2 〉z1〉z,

Δq1 + q = 〈 1
Z1
〈〈πmaxe

m2φmax〉2z2〈e
m2φmax〉

m1
m2
−2

z2 〉z1〉z,

q = 〈〈( 1
Z1
〈〈πmaxe

m2φmax〉z2〈em2φmax〉
m1
m2
−1

z2 〉z1
)2

〉z , (40)

1
4
Δq1(Δq1 + 2q) +

1
m2

1

〈ln(Z1)〉z−

− 1
m1m2

〈 1
Z1
〈〈em2φmax〉

m1
m2
z2 ln〈em2φmax〉z2〉z1〉z = 0, (41)

1
4
Δq2(Δq2 + 2Δq1 + 2q)+
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+
1
m2

2

〈 1
Z1
〈〈em2φmax〉

m1
m2
z2 ln

〈
em2φmax〉z2〉z1〉z−

− 1
m2
〈 1
Z1
〈〈em2φmax〉

m1
m2
−1

z2 〈em2φmaxφmax〉z2〉z1〉z = 0.

(42)

According to the input positions of the method of repli-
cas [15], the condition m1/m2 < 1 is also satisfied.

The numerical solution indicates that the parameter
Δq2 decreases monotonically with increase in α and be-
comes 0 at α ' 0.84. As shown in Appendix C for
Δq2 → 0, approximation 2RSB passes into 1RSB. This
can be observe in such a way. In formulas (38) and (40),
we perform the substitution

1√
2πΔq2

exp
(
− (z2 − z1)2

2Δq2

)
→ δ(z2 − z1).

Then the integration over the variable z2 can be carried
out explicitly, and we arrive at approximation 1RSB.
Hence, for α & 0.84, the results coincide with those in
approximation 1RSB considered in the previous section.

By summarizing, we note that, in the region of ap-
plicability of the Gauss approximation α ≥ α0 (α0 ≈
1.345), the results with approximation RS [14] are cor-
roborated, α0 being slightly increased. The numerical
studies reveal that approximation 2RSB tends to 1RSB,
and approximation 1RSB goes to RS, as the parameter
α increases. Obviously, such a behavior is caused by
the domination of the term H̄

(n)
0 in the effective replica

Hamiltonian (23) at α ∼ 1.
In this connection, we note the following. We define

the Gauss field

hi =
1√
N

∑
j(6=i)

kji

with 〈hi〉 = 0, 〈h2
i 〉 = 1. Then the effective Hamiltonian

(16) can be written in the equivalent form,

H(n) ≈ 1
2

∑
i,a

πai
2 +

∑
i<j,a

Jij√
P
πai π

a
j +

√
N/P

∑
i,a

hiπ
a
i .

(43)

After the substitution P = αN, we write Hamiltonian
(43) in the form

H(n)/
√
α ≈

√
α

2

∑
i,a

πai
2+
∑
i<j,a

Jij√
N
πai π

a
j +
∑
i,a

hiπ
a
i . (44)

Hamiltonian (44) can be considered as an analog to the
Ghatak–Sherrington Hamiltonian [22–24] for a system
with continuous spin π = 1 in Gauss fields hi. As far as
we know, no works, where the ground state of the Hamil-
tonian corresponding to (44) was studied, are available.
We note that the ground state of a system with the the
Ghatak–Sherrington Hamiltonian for the spin S = 1,

H = −
∑
i,j

Ji,jSiSj +D
∑
i

Si,

was studied in work [24] with the Gauss distribution of
interactions Ji,j (〈Ji,j〉 = 0, 〈J2

i,j〉 = J/N). It is worth
noting that the dependence of the free energy on the pa-
rameter D/J manifests a characteristic monotonic be-
havior like that in Figure (curve 1).

5. Conclusions

In the present work, we have considered the problem
of minimization within the minority game model in the
Gauss approximation. The transition from the averag-
ing over discrete variables to that over continuous Gauss
variables in the limit of large N and P and for bounded
α = P/N is realized. In this case, the optimization
problem is reduced to the study for the ground state of
the system, whose Hamiltonian includes parameters dis-
tributed by the Gauss law. In the proposed approach, as
was noted in Introduction, there is no expansion in the
parameter β/P that was used in the literature sources.
Since the Gauss distribution of parameters of Hamilto-
nian (A.11) is the limiting one for P � 1, this imposes
restrictions on the applicability of results in the region of
variation of the parameter α. In our case, we determined
the domain of applicability of the approximation by val-
ues of the parameter α, for which H > 0. The numerical
calculations indicate that, in this region, it is sufficient
to restrict ourselves by approximation RS, which is re-
lated to the structure of the effective Hamiltonian (16).
By summarizing, we note that though it is impossible to
compare our results and those of works [6, 7, 9–11] for
α < 1.345, the Gauss approximation gives significantly
less values of H (see Figure) for α > 1.345. The improve-
ment of the method, according to the central limit the-
orem, can be realized by the construction of asymptotic
expansions for the Gauss distribution function (see, e.g.,
[17]), which is a complicated computational problem and
requires the further studies.
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APPENDICES

A. Distribution Function for Parameters
of the Hamiltonian

The parameters of Hamiltonian (10) depend on the variables
aµs,i, s = (1, 2). We perform the transition from the averaging of
some function Φ(d̃, J̃ , k̃) of parameters (11) over the variables aµs,i
to the averaging with the distribution function of these parameters
with the help of the relation

〈Φ(d̃, J̃ , k̃)〉a =

∫
DdDJDkΨ(d, J, k)Φ(d, J, k), (A.1)

where Ψ(d, J, k) =
〈
δ(d− d̃)δ(J− J̃)δ(k− k̃)

〉
a

has the sense of the
probability density for the variables {di}, {Jij}, {kij}. In formula
(A.1), we introduced the definitions of the product of differentials

Dd =
∏
i

ddi, DJ =
∏
i<j

dJij , Dk =
∏
i6=j

dkij

and δ-functions

δ(d− d̃)δ(J − J̃)δ(k − k̃) =

=
∏
i

δ(di − d̃i)
∏
i<j

δ(Jij − J̃ij)
∏
i 6=j

δ(kij − k̃ij).

In the standard way (see, e.g., [17]), the characteristic function is
defined as

ϕ(y, z, x) =

∫
DdDJDkDlΨ(d, J, k)×

× exp(iyd + izJ + ixk) = 〈exp(iyd̃ + izJ̃ + ixk̃)〉a, (A.2)

where

yd =
∑
i

yidi, zJ =
∑
i<j

zijJij , vk =
∑
i 6=j

xijkij . (A.3)

In the exponential function in (A.2), the content of notations is
given by formulas (A.3), but it is necessary to replace the quan-
tities {di}, {Jij}, and {kij} by (11). The characteristic function
(A.2) is factorized by the index µ. As a result, we get

ϕ(y, z, x) = ϕ1(y, z, x)P ,

ϕ1(y, z, x) = 〈exp(iyd̃1 + izJ̃1 + ixk̃1〉a. (A.4)

Index 1 in (A.4) indicates that a single term from the sum over µ
should be taken in the relevant formulas determining d̃, J̃ , and k̃.
In particular,

yd̃1 = −
∑
i

yia1,ia2,i/
√
P , zJ̃1 + xk̃1 =

∑
i

ai−Bi,

Bi =
1

2
√
P

∑
j(>i)

aj−zij +
1

2
√
P

∑
j( 6=i)

aj+xij . (A.5)

We recall that the variables aj± are defined in (9). To factorize the
terms in (A.4) by index i of particles, we use the integral identity

F
(∑

i

ai−Bi
)

=

∫∫
dudv

2π
exp(−iuv) exp(iva−)F

(∑
i

uiBi

)
,

where we introduced the notation uv =
∑
i uivi,va− =

∑
i viai−.

After simple transformations, we obtain

ϕ1(y, z, x) =

∫
du
∏
j

Fj(u,y, z,x),

Fj(u,y, z,x) =
1

2

[
exp(iLj) cos(2ωxj )δ(uj)+

+
1

2
exp(−iLj) exp(−2iωzj )δ(uj + 1/

√
P )+

+
1

2
exp(−iLj) exp(2iωzj )δ(uj − 1/

√
P )
]
, (A.6)

where

Lj = −
yj√
P
, ωzj =

∑
i(<j)

uizij , ω
x
j =

∑
i(6=j)

uixij . (A.7)

Formulas (A.6) and (A.4) set an exact representation of the char-
acteristic function. In the limit of large P within the given pro-
cedure [17], we should take principal terms of the expansion of
ϕ1(y, z, x) in 1/P. This can be easily made, by expanding the
function δ(uj ± 1/

√
P ) in a series in 1/

√
P at the first step. In

particular, we obtain

Fj(u,y, z,x) ≈ Fj0(u,y, z,x)+

+
1
√
P
Fj1(u,y, z,x) +

1

2P
Fj2(u,y, z,x), (A.8)

where

Fj0(u,y, z,x) =
1

2
[exp(iLj) cos(2ωxj )+ exp(−iLj) cos(2ωzj )]δ(uj),

Fj1(u,y, z,x) = −
1

2
exp(−iLj) sin(2ωzj )δ

′(uj),

Fj2(u,y, z,x) =
1

2
exp(−iLj) cos(2ωzj )δ

′′(uj). (A.9)

The primes in (A.9) mean the derivatives of δ-functions. In the
presence of δ-functions, the integrals over the variables uj are sim-
ply taken after the substitution of (A.8) in (A.6). At the next
step, we expand the factors exp(±iLj) in degrees of 1/

√
P . As a

result, we obtain

ϕ1(y, z, x) ≈ 1−
1

P

∑
i

y2i −
1

2P

∑
i<j

z2ij −
1

2P

∑
i 6=j

x2
ij .

Respectively, for the characteristic function (A.4) in the limit P →
∞, we get

ϕ(y, z, x) ≈ exp
(
−

1

2

(
y2 + z2 + x2

))
. (A.10)

Performing the Fourier transformation of the characteristic func-
tion (A.10), we obtain the asymptotics of the distribution function
for parameters of the Hamiltonian Ψ(d, J, k):

Ψ(d, J, k) =
∏
i

1
√

2π
exp
(
−

1

2
d2i
)∏
i<j

1
√

2π
exp
(
−

1

2
J2
ij

)
×

×
∏
i 6=j

1
√

2π
exp
(
−

1

2
k2
ij

)
. (A.11)

B. Approximation 1RSB

Approximation 1RSB determines the replica symmetry breaking
(approximation RS) on a single step (see, e.g., [3, 15]). In this
approximation, the overlapping matrix Q̂ is set in the form

Qab =


Q, if a = b;

q, if |a− b| > m;

q1, if |a− b| ≤ m,
(B.1)
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where m is the number of replicas in a group at the division of n
into n/m groups. The numbers m and n/m are set as integers. It
follows from definition (B.1) that if the indices of the matrix Qab
belong to the same group, then Qab = q; if they belong to different
groups, we have Qab = q1. Relation (B.1) can be also written in
the matrix form as

Q̂ = (Q− q1)În + (q1 − q)Î n
m
⊕ Êm + qÊn. (B.2)

The matrices Î and Ê are, respectively, the identity matrix and
a matrix, whose elements are equal to 1 (the index indicates the
matrix order). In formula (B.2), we used also the definition of a
direct product of matrices [19], which allows us to obtain∑
a,b

Q2
ab = n{(Q2 − q21) +m(q21 − q2)}, (B.3)

∑
a,b

πaQabπb = (Q− q1)
∑
a

π2
a + q

(∑
a

πa
)2

+

+(q1 − q)
n/m∑
k=1

( ∑
a∈Ak

πa
)2
, (B.4)

where Ak in (B.4) stands for the collection of replicas belonging
to the k-th group. The subsequent transformations are typical of
the method of replicas (see [3, 15]). Therefore, we give them quite
briefly. Let us substitute formulas (B.3) and (B.4) in the general
relations (24), (27), and (29). We perform the factorization by
replica variables in the calculation of Z1(Q) in (25) with the help
of the integral transformation

e
1
2x

2
=

1
√

2π

∞∫
−∞

dz e−
1
2 z

2
ezx.

After a number of transformations, Z1(Q) can be written in the
form

Z1(Q) =

∞∫
−∞

dz
√

2π
exp(−z2/2)Z

n/m
1 , (B.5)

where

Z1 =

∞∫
−∞

dz1√
2π

exp(−z21/2)Z̃m1 ,

Z̃1 =

1∫
−1

dπ

2
exp
(
−β
√
α

2
π2 +

β2

2
(Q− q1)π2

)
×

× exp(β
√

1 + qπz) exp(β
√
q1 − qπz1). (B.6)

Passing to the limit n→ 0 in (29), we obtain

H =
N

2
+

N

4
√
α

lim
β→∞

β
(
(Q2 − q21) +m(q21 − q2)

)
−

−
N
√
α

1

m
lim
β→∞

1

β

∞∫
−∞

dz
√

2π
exp(−z2/2) lnZ1. (B.7)

The quantity (B.7) depends on the parameters Q, q, q1, and m, the
equations for which can be obtained by the simple differentiation
of (B.7) and on the basis of the general steady-state equation (27).
Simple calculations yield

Q =

〈
〈〈π2〉πZ̃m1 〉z1
〈Z̃m1 〉z1

〉
z

, q1 =

〈
〈〈π〉2πZ̃m1 〉z1
〈Z̃m1 〉z1

〉
z

,

q =

〈(
〈〈π〉πZ̃m1 〉z1
〈Z̃m1 〉z1

)2〉
z

. (B.8)

The averaging in (B.8) over the variables z and z1 is realized by
the formulas

〈. . . 〉z =

∞∫
−∞

dz
√

2π
exp

(
−z2/2

)
(. . . ) , (B.9)

〈. . . 〉z1 =

∞∫
−∞

dz1√
2π

exp
(
−z21/2

)
(. . . ) , (B.10)

and

〈. . . 〉π =
1

Z̃1

1∫
−1

dπ

2
exp
(
βϕ(π))

(
. . .
)
. (B.11)

Equating the derivative of (B.7) with respect to the parameter m
to zero, we get the equation for m:

1

4
β
(
q21−q2

)
+

1

m2

1

β
〈lnZ1〉z−

1

m

1

β

〈
〈Z̃m1 ln Z̃1〉z1
〈Z̃m1 〉z1

〉
z

= 0. (B.11)

Jointly, the system of equations (B.8), (B.11) and formula (B.7)
yield a solution of the problem in approximation 1RSB. It follows
from the above formulas that, for q1 = q, approximation 1RSB

transits into the approximation of symmetric replicas [3, 14].

C. Approximation 2RSB

In approximation 2RSB ([15]), the overlapping matrix for replicas
is set in the form

Q̂ = (Q− q2)În + (q2 − q1)Î n
m2
⊕ Êm2 (q1 − q)Î n

m1
⊕

⊕Êm1 + qÊn, (C.1)

where m1 and m2 determine, respectively, the number of replicas
in a group at the division of n replicas into groups and m1 replicas
into m1/m2 groups. In this case, m1, m2, and m1/m2 are consid-
ered integers. The sense of the remaining notations was indicated
above. Substituting matrix (C.1) in the general relations (25) and
(29), we obtain∑
a,b

Q2
ab = n{(Q2 − q22) +m2(q22 − q21) +m1(q21 − q2)}, (C.2)

∑
a,b

πaQabπb = (Q− q2)
∑
a

π2
a + (q2 − q1)

n/m2∑
k2=1

( ∑
a∈Ak2

πa
)2

+

+(q1 − q)
n/m1∑
k1=1

( ∑
a∈Ak1

πa
)2

+ q
(∑
a

πa
)2
, (C.3)

where Ak2 and Ak1 in (C.3) stand for the collections of repli-
cas belonging to the relevant groups. Like the case of 1RSB, the
subsequent transformations consist in the factorization by replica
variables at the calculation of Z1(Q) (29). The logic of calculations
is the same as that for 1RSB. After the necessary transformations,
we obtain

H/N =
1

2
+

1

4
√
α

lim
β→∞

β
(
(Q2 − q22) +m2(q22 − q21)+

+m1(q21 − q2)
)
−

1
√
α

1

m1
lim
β→∞

1

β
〈lnZ1〉z , (C.4)
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where

Z1 = 〈〈Z̃m2
2 〉

m1
m2
z2 〉z1 , Z̃2 =

1∫
−1

dπ

2
exp[βϕ(π)],

ϕ(π) = −
√
α

2
π2 +

β

2
(Q− q2)π2+

+
√
q2 − q1πz2 +

√
q1 − qπz1 +

√
1 + qπz. (C.5)

The free energy is a function of the parameters Q, q2, q1, q,m1, and
m2 which can be easily determined from the general steady-state
equations (27). In particular,

Q = 〈
1

Z1
〈〈〈π2〉Z̃m2

2 〉z2 〈Z̃
m2
2 〉

m1
m2
−1

z2 〉z1 〉z ,

q2 = 〈
1

Z1
〈〈〈π〉2Z̃m2

2 〉z2 〈Z̃
m2
2 〉

m1
m2
−1

z2 〉z1 〉z ,

q1 = 〈
1

Z1
〈〈〈π〉Z̃m2

2 〉2z2 〈Z̃
m2
2 〉

m1
m2
−2

z2 〉z1 〉z ,

q = 〈(
1

Z1
〈〈〈π〉Z̃m2

2 〉z2 〈Z̃
m2
2 〉

m1
m2
−1

z2 〉z1 )2〉z . (C.6)

The averaging over the variables z, z1, and z2 in formulas (C.5)
and (C.6) is carried out with the Gauss function, as in for-
mula (B.9). The equations for the parameters m1 and m2

are obtained by the differentiation of (C.4) with respect to m1

and m2:
β

4
(q21 − q2) +

1

βm2
1

〈ln(Z1)〉z−

−
1

βm1m2
〈

1

Z1
〈〈Z̃m2

2 〉
m1
m2
z2 ln〈Z̃m2

2 〉z2 〉z1 〉z = 0, (C.7)

β

4
(q22 − q21) +

1

βm2
2

〈
1

Z1
〈〈Z̃m2

2 〉
m1
m2
z2 ln〈Z̃m2

2 〉z2 〉z1 〉z−

−
1

m2
〈

1

Z1
〈〈Z̃m2

2 〉
m1
m2
−1

z2 〈Z̃m2
2 ln Z̃2〉z2 〉z1 〉z = 0. (C.8)

We note that all formulas are written prior to the transition to the
limit β →∞. It follows from the structure of the above-presented
solution that approximation 2RSB passes to 1RSB for q2 = q1

and, respectively, to RS for q2 = q1 and q1 = q.
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ГАУССОВЕ НАБЛИЖЕННЯ В ОПТИМIЗАЦIЙНIЙ
ЗАДАЧI МОДЕЛI ГРИ У МЕНШОСТI

В.С. Янiшевський

Р е з ю м е

Методами статистичної фiзики дослiджено оптимiзацiйну за-
дачу у вiдомiй моделi гри у меншостi. Оптимiзацiйну задачу
зведено до вивчення основного стану реплiчного гамiльтонiана
з випадковими параметрами деякої ефективної системи з непе-
рервним спiном. Використовуючи iдеї центральних граничних
теорем теорiї ймовiрностей, отримано представлення для фун-
кцiї розподiлу параметрiв гамiльтонiана i виконано перехiд до
гауссового розподiлу у випадку великих P. Застосовуючи на-
ближення 1RSB та 2RSB в методi реплiк, отримано залежнiсть
мiнiмуму дослiджуваної величини вiд параметра α. Показано,
що в областi застосовностi запропонований метод дає меншi
значення мiнiмуму, нiж в оригiнальних роботах.
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