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The near-critical interfacial entropy profile is calculated in the one-
loop approximation of renormalized field theory. The shape of the
profile is broadened by fluctuations and goes beyond the mean-
field coupling between the entropy and the order parameter. The
excess interfacial entropy and heat capacity are calculated by us-
ing the entropy profile. The interface creates corrections to the
heat capacity and entropy of order £/L, where £ is the correlation
length, and L is a characteristic length of the system. These re-
sults are discussed in relation to finite-size scaling, surface critical
phenomena, and the results of experiments and simulations.

1. Introduction

The near-critical interfacial entropy profile has received
a significantly less attention than the near-critical inter-
facial order parameter profile (see [1] for a review of the
later). This deficit is in part due to the fact that the
order parameter profile is easily related to the most ex-
perimentally accessible interfacial property: the surface
tension. However, there is at least one practical reason
why the entropy profile is also worthy of investigation:
it determines the interfacial heat capacity. In systems
where the interfacial energy is significant relative to the
bulk energy, the heat capacity can be expected to devi-
ate from its bulk value. The study of these deviations
requires a fluctuation-modified entropy profile.

After the first reviewing of the mean-field entropy pro-
file in Section 2 and the near-critical thermodynamics
in Section 3, we calculate the near-critical interfacial
entropy profile using renormalization group techniques
and the e expansion in Section 4. The entropy profile
is used to calculate the interfacial entropy and heat ca-
pacity contributions. Some implications of these results
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are discussed in Section 5 followed by a brief summary
in Section 6.

2. Mean-field Entropy Profile

The Landau expansion of the Helmholtz energy density
(in pckpTe units, where p. is the critical density, kg is
Boltzmann’s constant, and 7. is the critical tempera-
ture) is given by

- 1 o 1, 9 g 4
~ 2\Vm| + 2tm + ™ (1)
where m is the dimensionless order parameter, g is a
constant, and the reduced temperature is defined by
t = (T —T.)/T.. The function f is the critical part of
the total Helmholtz energy density. Consequently, the
entropy density and heat capacity calculated from the
Landau expansion are zero above the critical point. Con-
stants in front of the quadratic terms have been absorbed
into the temperature and length scales. The order pa-
rameter is thermodynamically conjugate to the ordering
field h such that h = (6f/dm);. For a one-component
fluid, the order parameter is identified, in the first ap-
proximation, with the density, namely m = (p — p¢)/pe.
When ¢ > 0, the order parameter is zero for h = 0, and
the system does not exhibit any spontaneous ordering.
However, for ¢t < 0 and h = 0, the system can separate
into two phases, with m # 0, which are divided by an in-
terfacial region. In this case, assuming a planar interface
perpendicular to the z-direction, the order parameter is
given by [1]

m(2) = meo(t) tanh (2), (2)

where moo(t) = (6\75|/g)1/2 is the bulk order parameter,
2 = 2/2¢, and the mean-field correlation length, which
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determines the interfacial thickness, is & = |[2¢|~/2. The
corresponding entropy density is found to be

5(2) = (%jf)m = Im(an 3)

The two bulk phases are located at z = +oo and are
characterized by s.. = —3|t|/g. The entropy density
takes on its maximum value at z = 0, where the bulk
phases “mix” in equal proportion. Since the entropy
of the bulk phases is asymptotically the same for both
branches of the coexistence curve (z = £00), the in-
terfacial entropy Sy, per unit area is calculated without
reference to a particular dividing surface as

o}

Ss/S= [ [s(2) = sl dz = ~d¢se (4)

— 00

where ¥ is the area of the interface.

The zero-field interfacial heat capacity is related to
the interfacial entropy by Cy = (0S%/0t)p=o. In the
mean-field approximation, the interfacial heat capacity
is found to be

OE/E = 7250007 (5)

where the bulk heat capacity at zero field is defined by
Coo = (0800/0t)p=p. For the Landau expansion, co, =
3/g. The interfacial entropy makes two contributions
to the interfacial heat capacity: the first is due to a
variation of the interfacial width, and the second is due
to a variation of the bulk entropy. The net result is a
reduction of the heat capacity relative to the bulk value.
Note that while Sy, is positive, so, and Cs; are negative.

From Eq. (5), we see that the interfacial heat capac-
ity behaves as Cy ~ —|t|7'/2. Tt is worth noting that
this type of singularity is also seen when order parameter
fluctuations are included, in the regime where the Lan-
dau expansion is valid, in the mean-field theory. Above
T., the mean-field bulk heat capacity, which is zero in
the absence of fluctuations, becomes ¢ = (1/6g)|t|~1/?
when fluctuations are included [2]. The ratio of the
fluctuation-induced heat capacity with the mean-field
heat-capacity discontinuity, 3/g, resulting from Eq. (3),
yields the Ginzburg number. The magnitude of the
Ginzburg number determines the significance of critical
fluctuations [3]. In contrast to the interface which low-
ers the heat capacity, the fluctuations increase it. Even
though the physical origins of these two effects are differ-
ent, they share the same temperature dependence since
they both arise from the square-gradient term in the
Helmholtz energy expansion.
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3. Bulk Near-critical Thermodynamics

The preceding results are not expected to agree quanti-
tatively with actual critical behavior, since the Landau
theory does not properly account for fluctuations of the
thermodynamic variables near the critical point. The
fluctuations become long-ranged near the critical point,
and significantly alter the mean-field results. In zero
field, h = 0, the asymptotic bulk behavior of the order
parameter and entropy are properly described by scaling
theory [4]. Asymptotically,

me ~ £Blt|7, (t<0), (6)
+

o R |~ — Agt, 7

se ~ Tt (7)

where o ~ 0.11 and 8 ~ 0.326 are universal critical ex-
ponents, and B, AT, A~, and A, are system-dependent
amplitudes [4]. In Eq. (6), = correspond to the two
branches of the coexistence curve. However, in Eq. (7),
the superscript + denote the different amplitudes above
and below T,. The term with coefficient A, is the an-
alytic fluctuation-induced contribution to the entropy.
The bulk heat capacity in zero field is therefore

Coo ™ AE|t7* — A (8)

4. Fluctuation-effected Entropy Profile

Our calculation of the fluctuation-modified entropy pro-
file closely parallels Ohta and Kawasaki’s work on the
order parameter profile [5]. The renormalized Helmholtz
energy density, in the one-loop approximation, is given
by [6]

Nl o 1 2, 9 a4, 1
f~§\Vm| —|—§ otm —|—EZ4m +§Tr1nH. (9)

The renormalization constants are
1 3
with

J=%<1+E+O(€2)),

; (11)

where € = 4—d, d being the dimensionality of the system.
The fluctuation operator H is

H(x1,x5) = {fvf Tty gm(zl)z} S(x1 —x2),  (12)

2

where m(z1) is given by Eq. (2). Using the fixed point
value of the coupling constant, g* = (2/3)e [6], one can
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show that Eq. (9) reduces to Eq. (1) in the limit ¢ — 0.
This corresponds to the fact that, for d > 4, fluctuations
do not affect the bulk thermodynamics in this approxi-
mation, and the mean-field results presented in Section
2 are valid near T..

Applying Eq. (3) to Eq. (9), we find

gs = T2 Y <t+ gm2) J— %Tr{Hil},

2 2 2 (13)

where we have multiplied the entropy density by the cou-
pling constant g for convenience, since the combinations
gs and gm? are both O(1). In what follows, we will
only retain terms up to O(e). Ohta and Kawasaki [5]
have previously evaluated the trace in the final term and
found

ITe(H) = (2}) /2 B (14 5) seek(2) - ;] -

ETT 2/ A 2/ A
———=sech”(2) tanh”(2).
S sech(2) taal ()
The correlation length, contained in the reduced variable
% = z/2¢, is now given by & = &|t|™Y, where v = 1/2 +
€/12 is a universal critical exponent and & = (2)~1/?(1—
€/6[v/3m — 4 +1n2]). Combining Eqs. (13) and (14), we

arrive at

(14)

_ 1 5 ¢ g o
gS——ng ~ 5 (t+2m)[l+ln(2|t\)]—

€ g 9 ’
—6|t|{3—(3+\/§77)6|t|m2+\/§7r <6|t|m2> }7 (15)

where we have used the mean-field order parameter pro-
file in terms that are of order O(e). The terms inside
of the braces arise solely from the interface and sum to
zero for m = (6]t|/g)'/2. Equation (15) expresses s as a
function of m and ¢. In zero field, the order parameter
and, hence, the entropy density are solely functions of
temperature.

Ohta and Kawasaki [5] have calculated the
fluctuation-effected interfacial order parameter profile
using Eq. (9) and found

e

1 — ——=sech?(2)] .
673 (2)

The order-parameter amplitude is B = (6/¢)/?(1 +

€/6[1—1n2]), and § = 1/2—¢/6. The fluctuations tend to
smooth and broaden the order parameter profile. Using

m(2) = BJt|® tanh(2) (16)
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Eq. (16), we can rewrite the zero-field entropy (¢ < 0)
as

A
5(2) = 1— at|t‘7a - Acrt+

+ (A7 = AT 2%) tt| = [@ (2) — 1], (17)

where, in agreement with the first e-expansion, o = €/6,
and where

1{04 - % (1+5): (18)
1“: _ é <1 + ge> , (19)
Ay = é <1 + §e> : (20)
and

B (2) = m(2)? [1 - % sech? (2)} : (21)

where m(2) is given by Eq. (16). The bulk entropy

found z = +oo agrees with the expected result:
A_ [e%

S00 = T Ht] 7 — Aut. (22)

The reduced entropy profile, defined by As = [s(2) —

Sco]/Sc0, 18 plotted in the Figure alongside the mean-

field profile for comparison.

Unlike the mean-field result, the fluctuation-modified
entropy profile contains two terms which are indepen-
dent of z, in addition to the profile-dependent term. The
first term produces the asymptotic contribution to the
bulk entropy below Tt (¢f Eq. (7)), while the second
term At produces the well-known fluctuation-induced
analytic contribution to the heat capacity [3]. The pro-
file function given by Eq. (21) does not follow from the
mean-field relationship between the entropy profile and
the order-parameter profile found in Eq. (3). The ampli-
tudes in Eqgs. (18)—(20) agree with the bulk amplitudes
found in the one-loop approximation and fully reproduce
the amplitude ratio [7]

At 2e
A= 4

Using Eq. (17), we find that the interfacial entropy
becomes

(1+e). (23)

e
Sy /¥ = —kﬁﬁt|t|_a> (24)
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Reduced entropy profile (solid curve) found by using Eq. (17) and
the corresponding mean-field result (dashed curve). Fluctuations
broaden the profile and reduce the relative size of the peak at z =0

with
el
Ek=3(14+=-|—=-3|], 25
(+5[570) &
and the interfacial heat capacity becomes
v
Co/Y=—-k|[1——— ) AT |t|=. 26
o/2 =k (1- 12 ) el (26)

The interfacial heat capacity diverges with a universal
power law as Cx; ~ —[t|~(®*). The value of the corre-
sponding critical exponent is o + v ~ 0.74, which leads
to a stronger divergence than the mean-field prediction
Cx, ~ |t|~/2. If we extrapolate to d = 3 by taking ¢ — 1,
we find k ~ 2.4. The difference between this value of k
and the mean-field coefficient 4 (c.f. Eq. (4)) arises be-
cause the analytic background At is cancelled in Eq.
(24).

5. Discussion

5.1. Dependence on dimensionality

We have derived the interfacial entropy profile in an ex-
pansion around d = 4 and, by taking ¢ — 1, we have
extrapolated the entropy profile to d = 3. This is the
same approach taken by Ohta and Kawasaki in deriving
the order-parameter profile. Our entropy profile there-
fore shares the same deficiencies as Ohta and Kawasaki’s
order-parameter profile. In particular, this approach
skirts the issue of capillary waves [8], which are known
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to be relevant for d = 3. Calculating the order param-
eter profile around d = 3, Jasnow and Rudnick found
that capillary-wave-like fluctuations destroy the profile
in the absence of an external field (such as gravity for a
fluid) [9]. In this treatment, the gravitational field makes
a small non-universal contribution to the profile. This
feature is also expected for an entropy profile calcula-
tion performed around d = 3. However, since Ohta and
Kawasaki’s profile yields results that are in close agree-
ment with experimental surface tension measurements,
we expect that our entropy profile is not too far off the
mark.

5.2. Relation to surface phenomena

The thermodynamics of interfaces is very closely related
to the thermodynamics of surfaces, which has also been
extensively investigated [10]. Much of the work on sur-
face phenomena considers a semiinfinite domain extend-
ing from z = 0 to z = 0o, where the system is charac-
terized by the bulk properties at z = co and by special
surface properties at z = 0. In a mean-field treatment,
the surface effects are included by adding an additional
term to the Helmholtz energy density
f=f+X"'mOm/oz), (27)
where A is the so-called extrapolation length, which char-
acterizes the deviation of the order-parameter at the
surface from its bulk value. This term is normally ex-
cluded on the basis of translational invariance in bulk
systems, a restriction that does not apply to semiinfinite
systems. If the surface interactions are selected such that
m(z = 0) = 0, the governing equations are identical to
those describing an interface located at z = 0. Thus, the
temperature dependence of the interfacial properties and
the surface properties must be the same. Indeed, the sur-
face heat capacity is predicted to scale as Cy ~ |t|~(@+¥)
[10].

The similarity between surface phenomena and inter-
facial phenomena suggests that the interfacial entropy
profile could be modified to describe the surface entropy.
For non-zero values of the surface order parameter, the
mean-field profile takes the form
ms(2) = moo(t) tanh (£ + 02), (28)
where the shift 2 is related to the value of order param-
eter at the surface z = 0. This suggests that the sur-
face entropy profile might be related to the interfacial
entropy profile by a simple translation. More detailed
calculations are needed to confirm this conjecture.
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5.3. Relation to finite-size effects

Our derivation of the entropy profile was made for a
system of infinite spatial extent. To compare our predic-
tions with experiments or simulations, the theory needs
to be adapted to a finite system. For a finite system char-
acterized by length L, we expect that interface-induced
deviations from the bulk results will be determined by
the ratio of the interfacial thickness and the system size
~ ¢/ L. Explicitly,

Cs ~C) [1—1@(1— 1”@) ﬂ
where L is the length of the system perpendicular to the
interface, and C', is the finite-size heat capacity in the
absence of the interface.

In Section 3, we described the way in which fluctua-
tions modify bulk thermodynamic properties. In a finite-
size system, the extent of fluctuations is constrained by
the size of the system. This means that C, will also be
modified by terms of order ~ /L, such that

OL%COO (1—&2),

for §/L <« 1, where a is a positive constant. More de-
tails on finite-size scaling can be found in the review by
Barber [11].

The interfacial reduction of the heat capacity only oc-
curs below T,., whereas the finite-size modifications of
the heat capacity will be present above and below the
critical point. This difference might allow the interfacial
heat capacity reduction to be observed in simulations or
experiments where other finite-size effects are present.
However, the interfacial reduction will only be noticeable
very close to T... Typically, for t ~ 1074, £ ~ 0.5 um. To
make the effect detectable, one should have L<10 pm.

(29)

(30)

6. Conclusion

In this work, we have calculated the fluctuation-affected
interfacial entropy profile in the one-loop approximation.
Just as in the case of the order-parameter profile, fluctu-
ations were found to broaden the interfacial entropy pro-
file. Additionally, we calculated the near-critical inter-
facial heat-capacity and found that it makes a negative
contribution to the total heat capacity. The results were
discussed in the context of the previous work, surface
critical phenomena, and finite-size effects. The possibil-
ity of verifying these results via computer simulations
seems promising.

ISSN 2071-0194. Ukr. J. Phys. 2011. Vol. 56, No. 8

The authors would like to thank J.V. Sengers for
the useful discussion. Acknowledgment is made to the
donors of the ACS Petroleum Research Fund for support
of this research.

1. D. Jasnow, in Phase Transitions and Critical Phenom-
ena, eds. C. Domb and J.L. Lebowitz (Academic Press,
London 1986), Vol. 10, P. 270.

2. L.D. Landau and E.M. Lifshitz, Statistical Physics (Ox-
ford, Pergamon, 1980).

3. M.A. Anisimov, S.B. Kiselev, J.V. Sengers, and S. Tang,
Physica A 188, 487 (1992).

4. M.E. Fisher, in Critical Phenomena, edited by
F.J.W. Hahne, Lecture Notes in Physics (Springer,
Berlin, 1982), Vol. 186, P. 1.

5. T. Ohta and K. Kawasaki, Prog. Theor. Phys. 58, 467
(1977).

6. E. Brézin, J.C. Le Guillou, and J. Zinn-Justin, in Phase
Transitions and Critical Phenomena, eds. C. Domb and
M.S. Green (Academic Press, London, 1976), Vol. 6,
P. 127.

7. C. Bervillier, Phys. Rev. B 14, 4964 (1976).

8. J.S. Rowlinson and B. Widom, Molecular Theory of Cap-
tllarity (Clarendon, Oxford, 1982).

9. D. Jasnow and J. Rudnick, Phys. Rev. Lett. 41, 698
(1979).

10. K. Binder, in Phase Transitions and Critical Phenomena,
eds. C. Domb and M.S. Green (Academic Press, London,
1976), Vol. 8, P. 2.

11. M.N. Barber, in Phase Transitions and Critical Phenom-
ena, eds. C. Domb and M.S. Green (Academic Press, Lon-
don, 1976), Vol. 8, P. 146.

Received 07.01.10

[MPO®I/Ib EHTPOIII IIOBEPXHI ITOLJTY
B OAHOIIET/IbOBOMY HABJIN2KEHHI

K.E. Bepmpan, M.A. Anicimos
PezwowMme

PospaxoBano npodinb enTpormiii moBepxHi moaisy mobsusy Kpu-
THYIHO! TOYKH B OJHOIETIHLOBOMY HAOJIMKEHHI PEHOPMAaJsIi30BaHOI
Teopil oss. [Ipodise posiupeno diryKTyarisMu HIOPpiBHAHO 3 Ha~
OJIMYKEHHSIM CEPEIHBOIO II0JIsI 31 3B’sI3KOM MiXK €HTPOIIIEIo 1 mapa-
MeTpoM nopsaky. Ha miit ocHOBI po3paxoBaHO HaIJ/IMIIKOBI €HTPO-
mist noBepxHi moxiny i remoemuicts. HasiBHiCTh moBepxHi moiry
NIPUBOAUTE JO IIONPABOK JJIsi TEINIOEMHOCTI i eHTpomil mopsanky
&/L, ne & — paaiyc Kopessnii, L — XxapakTepHa JTOBXKUHA CHCTEMH.
IIi pesysbraT OGroBOPEHO y 3B’S3KY 3 KIiHIEBOPO3MIPHUM CKeEMl-
JIIHPOM, TOBEPXHEBUMU KPUTUIHUMU sIBUIIAMU, EKCIIEDUMEHTOM Ta
pe3yabTaTaMy MOJETIOBAHHS.
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