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We review two different noncommutative gauge models generaliz-
ing the approaches which lead to renormalizable scalar quantum
field theories. One of them implements the crucial IR damping
of the gauge field propagator in the so-called “soft breaking” part.
We discuss one-loop renormalizability.

1. Introduction

There are various motivations for studying noncommuta-
tive geometries. They range from general considerations
in Quantum Field Theory (QFT) [1,2] and (Quantum)
Gravity [3,4] to String Theory and Matrix Models [5-7]
and purely mathematical considerations [8]. One of the
first applications of noncommutative ideas was already
within the realm of gauge theories, namely the Quan-
tum Hall effect [9]. What is most remarkable, in my
eyes, is the intimate connection between noncommuta-
tive gauge theory and gravity. This connection is not
fully understood at present and studied from different
points of view, see, e.g., [10-15] and references therein
for a merely exemplary list of quotations.

In this note, we concentrate on models for noncommu-
tative gauge theories, where the idea of renormalizability
will be a guiding principle. Furthermore, we consider the
canonically deformed 4D Euclidean space. The coordi-
nates satisfy the commutation relations

[ % 27] =10, (1)
where ©% = —©7% = const, and the star product is given
by the Moyal-Weyl product,

frg(@)=e2® %% f(2) g(y) i (2)

In the next section, we will discuss the so-called
UV/IR mixing problem in the case of scalar field the-
ory. It is a thread to renormalizability. Up to now, there
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are two different models, which overcome this problem
and which are perturbatively renormalizable to all or-
ders. Both are formulated on the canonically deformed
Euclidean space. In Section 3, we will attempt to gen-
eralize both approaches to noncommutative U (1) gauge
theory. A brief summary and some concluding remarks
follow in Section 4.

2. UV/IR Mixing in Scalar Theories

The simplest approach to the noncommutative ¢* the-
ory is to take the commutative action and to replace
the pointwise products by star products. Since the star
product is not relevant for bilinear expressions, only the
self-interaction term is modified, and we obtain

S:/d% <;8u¢8u¢+n;2¢2+2!¢*¢*¢*¢>. (3)

The above action determines the Feynman rules. The
propagator is the same as in the commutative case,

_ 1
_p2+m2’

G(p) (4)

while the vertex is decorated by momentum dependent
phase factors:

,pa) = =AW (p1 + py + ps + pa)e T i<i PiOPI

(5)

As a consequence, new types of Feynman graphs occur:
In addition to the ones known from the commutative
space, where no phases depending on internal loop mo-
menta and showing the usual UV divergences appear,
the so-called nonplanar graphs, which are regularized by
phases depending on internal momenta, come into the

T,

389



M. WOHLGENANNT

game. One-loop calculations have been performed ex-
plicitly [16-20], and, hence, the UV/IR mixing problem
has been found: Due to the phases in the nonplanar
graphs, their UV sector is regularized, on the one hand,
but, on the other hand, this regularization implies diver-
gences for small external momenta. For example, let us
consider the two-point tadpole graph. It is given by the
expression

2 + cos(kp)
(6)

The planar contribution is, as usual, quadratically di-

vergent in the UV cutoff A, i.e. IV ~ A% and the
nonplanar part is regularized by the cosine,

1
HIR ~ ? ’ (7)

where p,, = ©,,p,. The original UV divergence is not
present, but reappears when p — 0 representing a new
kind of infrared divergence. Since both divergences are
related to each other, one speaks of “UV/IR mixing”.
At the one-loop level, this is no problem through. It
corresponds to a counter term

/ dw(p)]; H-p), (8)

which is well behaved even in the limit p — 0. But the
higher loop insertions then lead to a term of the form

[ i) i atn), )
(7?)

where n is the number of insertions. Clearly, this term
exhibits a serious IR singularity. It is this mixing which
renders the action (3) nonrenormalizable. Two differ-
ent strategies to cure UV/IR mixing are known. Both
modify the propagator by adding an additional term
quadratic in the fields: An oscillator term (Section 22.1)
and a 1/p-term (Section 22.2), respectively. In what
follows, we will briefly review those approaches.

2.1. The scalar Grosse—Wulkenhaar model

After adding an oscillator potential and some awkward
rewritting, action (3) becomes [21, 22]

1
s;/h (2¢*[a~cu:[fc”t¢n+

0?2 2 A
el 8 o) v + 0w 60w o) L (10

390

where 7, = 0, 12*, and we have used i9,f = [, * f].
This action is covariant, i.e.

Sloi i\, Q) 25[p 1 2 ]

Q’@’QL (11)

under the so-called Langmann—Szabo duality transfor-
mation [23] between position and momentum:

(;Ab(p) — 12\/|detO| ¢(x), (12)

where ¢(p,) = [ diz,e(~1 " ParXen ¢(x,). The index a is
labelling the legs of vertex and propagator, respectively,
and defines the direction of the corresponding momen-
tum. This becomes a symmetry at £ = 1. Due to the
oscillator term, the propagator is modified, and an IR
damping is implemented. The propagator is given by
the Mehler kernel:

w3 7 da
Ku(p,q) = 72/ X
0

Py 2;%”7

. 12
i sinh” «

we~ % (P—a)® coth § =% (p+q)* tanh § ,

(13)
where w = ©/. The IR damping is also responsible for
a proper handling of the UV/IR mixing problem. The
model is renormalizable to all orders in perturbation the-
ory. The propagator depends on two momenta, an in-
coming and an outgoing momentum, since the explicit
x-dependence of the action breaks the translation invari-
ance. Therefore, the momentum conservation is broken
as well. Remarkably, the oscillator term can be inter-
preted as a coupling of the scalar field to the curvature
of some specific noncommutative background [24].

2.2. 1/p? model

In the second approach, a nonlocal term is added to
action (3). In the momentum space, it reads [25]

Su= [ d'p5i)2 o). (1)
This is exactly the counter term (8) we have discussed
before. The resulting action is translation-invariant,
and thus the momentum conservation holds. Term (14)
implements the IR damping for the propagator, i.e.
G(p) — 0 as p — 0. The modified propagator has the
form

1

Gp) =
(®) p2+m2+g—§

(15)
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The damping effect of the propagator becomes obvious,
when one considers higher-loop orders. An n-fold in-
sertion of the divergent one-loop result (7) into a single
large loop can be written as

oikP

(152>n [k2 + m2 + 42

nnp—ins. ~ )2 4
Imne (p)N)\/dk ]n+1’

(16)

neglecting any effects due to the recursive renormaliza-
tion and approximating the insertions of irregular single
loops by the most divergent (quadratic) IR divergence.
For model (3), i.e. @ = 0, the integrand is proportional
to (k?)~" as k? — 0, as we have already mentioned. But
a # 0 implies that the integrand behaves like

1 k>
- = , 17
(k)" [g2"" @ ()
which is independent of the loop order n. Using multi-

scale analysis, the perturbative renormalizability of this
model to all orders could be shown [25].

3. Noncommutative Gauge Theory

The aim of this section is to generalize the approaches
discussed above to noncommutative U(1) gauge theory.
They are good candidates for renormalizable models. As
we will see, the UV/IR mixing also occurs in the case
of noncommutative gauge theory, and so far, no model
could be shown to be renormalizable.

3.1. Oscillator approach

As the first step, a BRST invariant action including an
oscillator term has been proposed in [26]:

S = /d%(iF#V * F* 4 s(e* 0,A,)—

1 0
—EBQ + ?5(% *CM)> )
where C,, contains the crucial new terms:
Co={z, T AT A+ {Eu s et v +er{ansel],
(19)
and ¢, is a new parameter which also transforms under

BRST. The noncommutative field strength is given by
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F,, =0,A, —0,A, —i[A, ¥ A,]. Summing up, action
(18) is invariant under the following BRST transforma-
tion:

sA, =Dyc, sc=DB, sc=1igcxc,

sB =0, 5C =Ty . (20)
The above set of transformations is nilpotent. The prop-
agator of the gauge field is given by the Mehler ker-
nel (13). One-loop calculations have been performed
in [27]. A power counting formula has been obtained,
and the corrections to the vertex functions have been
computed. Remarkably, the one-point tadpole is UV-
divergent. Therefore, action (18) is not stable under one-
loop corrections, and linear counter terms are needed.

It seems natural to look for a more general action. The
so-called induced gauge action [28,29] contains the terms
of (18) and more. It is invariant under noncommutative
U(1) transformations. The starting point is the scalar ¢*
model with the oscillator potential (10). The scalar field
is then coupled to an external gauge field. The dynamics
of the gauge field is given by the divergent contributions
of the one-loop effective action generalizing the method
of heat kernel expansion to the noncommutative realm.
The induced action is given by

S=/d4w{g(1—p2)(ﬁ2—pQ)(XV*X”—:%Q)Jr

3 202 (/v o \x2 ~2\2 P4
+§(1_p ) ((XM*XH) _(x ) )_4FuuFuu}a (21)

where p = }I_—gz, i’ = 1’?_;92. Furthermore, the field
strength is given by

Fu = *i[j/u Au]* + i[iu, Au]* - i[A;La Av]* >

and Xu denote the covariant coordinates, Xﬂ =2,+A,.
In the limit Q@ — 0 (i.e., p — 1), we recover the usual
noncommutative Yang-Mills action. An interesting limit
is Q — 1 (i.e.,, p — 0), where we obtain a pure matrix
model. It has a nontrivial vacuum, which makes the
quantization more difficult. The computation of prop-
agators, construction of Feynman rules, and one-loop
calculations are now in progress.

An alternative model has been proposed in [30]. The
gauge model is constructed on a specific curved non-
commutative background space, the so-called truncated
Heisenberg space. In two dimensions, the action reads

S = /d2x ((1 — a®)Fj? —2(1 — o®)p Fio % o+
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+(5 — &®)p?p? + 4iaFip % ¢*2+

H(Di)? — o {pi + A1 01 ) (22)
where « is some parameter, and g has dimension of a
mass.

3.2. 1/p? approach
The same strategy as in 2.2 is applied here, and the IR

divergence is added as a counter term. Considering the
action

S = / d*z F,, * F, (23)
for noncommutative U(1) theory, the vacuum polariza-
tion shows the following IR divergent contribution:

Pubv
(p?)?
A gauge invariant implementation of the above is given
by the term [31]

1
4
] P g o

The inverse covariant derivatives in the above expression
should be expanded in terms of the gauge field. Hence,
the vertices with an arbitrary number of photon legs
occur. This situation might still be treatable, but it is
simpler to use a localized version of (25). Basically, there
are two different ways to implement the localization:

I, (24)

(25)

¢ By introducing an antisymmetric field B, [32]:

. / Az (aBWFW — B, * DQDQBW) . (26)
But this field is physical and introduces addi-
tional degrees of freedom. Therefore, the model is
not pure noncommutative U(1) gauge theory any
more, but describes different physics.

e Secondly, BRST doublet structures are employed
in [33]. The additional fields are needed for the
localization of the built BRST doublets (25). This
avoids the introduction of new physical degrees of
freedom. Unfortunately, the model presented in
[33] is not renormalizable.
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The virtue of the latter approach is the implementation
of the IR damping as the so-called “soft breaking”. This
is in analogy to the Gribov—Zwanziger approach to un-
deformed QCD [34, 35], where an IR modification of the
propagator is suggested to cure the Gribov ambiguities.
The UV renormalizability is not altered. In [36], the
“soft breaking” approach has been developed further. As
a result, the following action is proposed:

S = Sinv + ng + Saux + Ssoft + Sext ) (27)
4 1

Siny = d*x ZEU)F}LV , (28)

Sef = /d4:13 s(ed,Ay), (29)

Saux = /d4175 (J);LVBIW) 5 (30)

Ssoft = /d4l‘ S ((QﬂuaﬁBuu + QuuaﬁBHV) X
S+ a%)). (31)

Sext = /d4m (Q;‘SAM + Q%c), (32)

where fog = 0aAg—0gAa is the commutative U(1) field
strength @aﬁ = eﬁ(w, f = Qagfag, and |:| = 8“8“ =
0,,00,,30.05. For convenience, € has mass dimension —2,
whereas 6, is rendered dimensionless. The additional
sources Q,Q,J,J ensure the BRST invariance of (27).
In the IR, they take their physical values:

Quuaﬂ|phys = 07
Juua6|phys = Z(auaéuﬁ - 6;;56uoz)a
Q/u/(xﬂ|phys = 07

2
g
J/waﬂ|phys = Z(‘S/wx‘suﬁ - Juﬁém) : (33)
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Inserting the physical values and integrating out the field
B,,,, the following action is obtained:

1 1
Sphys = /d43C <4FMVF/W +9* [‘%Auﬁfuﬁ-

2

4 (a + 940—2> (a@%(m)} +s (caMAM)> e
The term proportional to ¥4 breaks the gauge invariance.
It is called the “soft breaking,” since the parameter v has
dimension of mass. We have used the commutative field
strength in this expression, although it is not covari-
ant under noncommutative gauge transformations. But
it only appears in the breaking term and cannot make
it worse, since the gauge invariance is already violated.
The advantage is that only the propagation, but not the
interaction, is modified due to the “soft breaking.”

The full action (27) is invariant under the following
set of BRST transformations:

sA, =Dyc, sc=igcc, sc=b, sb=0,
U = Buy,  sBuy =0,

$Buy =Y, st =0,

sQ=J, sJ=0, sQ=J, sJ=0. (35)

The fields ¢» and B, respectively, ¢ and B, and the
sources Q and .J, respectively, Q and .J, are BRST dou-
blets. Let us discuss the Feynman rules for (27). The
vertex functions are the same as in the usual noncom-
mutative U(1) theory defined by action (23). The prop-
agator is more complicated; it reads

7\
A (2
Gw(k;)—<k: —1—1%2) X

Y L ot
pv 2 (k2 4 (64 + 74)?12) (lg,z)z

where

922
5—274<0+ j)

But, in 1-loop calculations, it can be approximated by
1 kuky

A
G,uy ~ ﬁ(&w - 2

), k*>1,

(37)
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since both UV and IR divergences result from the high-
momentum range in the loop. This ignores the IR damp-
ing, but, as we have seen, the damping has no effect at
the one-loop level. Considering higher-loop insertions of
a single tadpole (cf. (16)), the damping of the propa-
gators between the single loops is essential and renders
the result independent of the number of inserted loops at
least in the scalar case. For the gauge model discussed
here, this still needs to be shown.
A power counting formula,

dg=4—FEs— Ec, (38)

where Ey denotes the number of external ¢-legs, and
one-loop results have been obtained in [36]. The correc-
tion to the vacuum polarization is given by

134>

— 292 f)uf)u
3(4m)

T 2n? (p2)2

2 (p25uu - pupu) InA s (39)
where A denotes a momentum cut-off. Remarkably, the
one-loop correction is transversal. Furthermore, we ob-
tained the following results for the vertices:

: 2ig°  epipe 3 Dj,uPyj,vP;
3A,IR __ UL, VEG, P
F;wp - 2 6(}32-)2 s (40)
j=1,2,3 J
17g? ~
3A,UV _ 3ALt
F[U/p - _6(471')2 hlAVv;qu rco(plaanp?))) (41)
5 -
AUV _ A,
Fiupg =32 InA V;Vp(tjree7 (42)

where Vﬁ?fp’"ee and Vlf,f;;;ree denote the tree level vertex
functions. Regarding the three-point function, the IR

divergent result (40) corresponds to a counter term
5,8,5,

e 12

G3A corr / dzg® {A, 5 A} A,. (43)
Such a term can readily be introduced into the “soft
breaking“ part of the action Syog in (27). But in order
to do so, we have to restore the BRST invariance in the
UV regime. Again, this can be achieved by introducing
sources ) and J’, which form a BRST doublet,
sJ' =0.

sQ =J, (44)

Consequently, we insert the following terms into Sgof;:

/d4x (J’ {A. 7 A} 0109, A,—

|:|2
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9,0,0,

—Q's ({AN:AV} bt A)) - (45)
This term is BRST-invariant by itself. In the IR, the
sources take on their physical values
J =g, Q@ =0, (46)
and the counter term in (43) leads to a renormalization
of 7/, which is another parameter of mass-dimension 1.

The above one-loop result leads to the negative (-
function:

(47)

The commutative G-function is positive. From this equa-
tion alone, it becomes clear that there is no smooth tran-
sition to the undeformed physics on a quantum level.

4. Concluding Remarks

The one-loop corrections for the novel action (27) re-
duce to the ones known from the usual noncommutative
U(1) theory (see, e.g., [18,37]). At higher-loop orders,
differences will arise. Both, UV and IR divergences can
be absorbed in the tree level action (27) plus (45). But
so far, a renormalization (dis)proof is still missing. We
plan to attack this problem by applying a renormaliza-
tion scheme such as multiscale analysis or flow equations.
The negative S-function reflects the non-Abelian struc-
ture of noncommutative U(1) gauge theory.

Concerning the induced gauge action (21), we plan to
study the vacuum structure, to study its quantization,
and, as a first step, to compute one-loop corrections.
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HEKOMYTATUBHI KAJIIBPYBAJILHI TEOPIT

M. Boazenarm
Peszowme

PosrnsinyTo aBa pisHEX Higx0u, sIKi y3araJbHIOIOTh KaJliOpyBaJib-
Hi MO}:LeJ'Ii A0 IIEPEHOPMOBAaHUX CKAJAPHUX KBAHTOBUX TeOpiﬁ IIOJIA.
OpuH 3 HUX peaJiidye KpuTHYHE iH(ppaYepBOHE 3aTyXaHHS IIPO-
nararopa KaJiibpyBaJIbHOIO IIOJII B TaK 3BaHii YacTUHI
pospuBy”. Takoxk 06rOBOPEHO OJHOIIETJIEBE IEPEHOPMYBAHHSI.
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