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QUANTUM LOGIC
UNDER SEMICLASSICAL LIMIT:
INFORMATION LOSS

We consider the quantum computation efficiency from a new perspective. The efficiency is
reduced to its classical counterpart by imposing the semiclassical limit. We show that this
reduction is caused by the fact that any elementary quantum logic operation (gate) suffers
the information loss during the transition to its classical analog. Amount of the information
lost is estimated for any gate from the complete set. We demonstrate that the largest loss is
obtained for non-commuting gates. This allows us to consider the non-commutativity as the
quantum computational speed-up resource. Our method allows us to quantify advantages of a
quantum computation as compared to the classical one by the direct analysis of the involved
basic logic. The obtained results are illustrated by the application to a quantum discrete Fourier

transform and Grover search algorithms.
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1. Introduction

The construction of a quantum computer is an im-
portant open problem in modern physics. The inter-
est in this endeavour is mainly due to a high effi-
ciency of quantum algorithms such as (but not only)
the Grover search and Shor’s factoring, and the fact
that their classical analogs are much less efficient. But
why are quantum calculations much more efficient
than the classical ones? The common answer to this
question is as follows: the speed-up is based on the
quantum parallelism and, probably, on the entangle-
ment. However, this is only the qualitative explana-
tion, and it is reasonable to try to explain the gap in
efficiency from the basic principles of quantum and
classical computations. Every computation, either it
is quantum or classical, can be decomposed into a set
of elementary operations. We impose the semiclassi-
cal limit and study how the complete set of quantum
gates is reduced to the classical counterpart. We fo-
cus our analysis on the formal rules of the quantum
and classical logics, which were first formulated by
G. Birkhoff and J. von Neumann in their seminal pa-

per [1].
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In order to explore the quantum supremacy over
the classical computations at the basic level, much
progress has been done to date. For the reviews, see
[2, 3] and references therein. There is a wide variety
of papers covering different approaches to the prob-
lem, the short list of which is presented below. Some
possible quantum computational structures are pre-
sented in [4]. [5] is devoted to investigations in the
algebraic structure of logic within the framework of a
non-commutative geometry. In [6], the so-called mea-
surement algebras, the formalism of which is weaker
than that of Hilbert spaces, were explored. A descrip-
tion of the orthomodular lattices via the Sasaki pro-
jection was presented in [7]. [8, 9] are devoted to the
analysis of contexts, i.e., the maximal sets of commut-
ing logic statements. Different approaches in the for-
mal representation and formalism initiation for quan-
tum logic (QL) have been explored. Investigations
in the categorical QL were presented in [10, 11]. As
for the measurement-based QL and computations,
which are strongly connected to the logic represen-
tation [12], we refer to [13, 14|, where the first one
is devoted to the “reversible measurement” — a hy-
pothetical operation allowing one to “look inside”
the quantum computation, and the second one de-
scribes measurement-based computations on graph
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states. The theory of finite automata based on QL can
be found in [15]. QL may be interpreted as a language
of “pragmatically” decidable assertive formulas, thus
formalizing the statements about physical quantum
systems [16]. [17] is devoted to a QL representation
based on the alternative set of logic operations. In
[18], the author expanded the A-calculus onto quan-
tum computations. For some extensions of QL, we re-
fer to [19-22]. Computational complexity in quantum
and classical logic (CL) calculi are explored in [23] or
others, such as [24-27]. Attempts in bridging seman-
tic space and QL are considered in [28]. Quantum lan-
guage investigation was made in [29].

Thus, we conclude that investigations in logic (es-
pecially, the quantum one) are rather actual and
are tightly interconnected spanning different areas of
research.

Considering the efficiency as a number of elemen-
tary logical operations necessary to execute some al-
gorithm, it is legitimate to conclude that QL is much
more efficient than CL. Such a conclusion is con-
firmed by the fact that the algebraic structure of QL
is constructed with the help of weaker conditions than
that of CL, thus allowing a wider class of operations
to be processed. Obviously, one may provide compu-
tations with QL or CL. But the latter choice requires
more operations to simulate the circuits from QL hav-
ing no classical analog.

This present work aims to ascertain reasons for the
QL being much more efficient than the CL in terms
of the quantitative, rather than qualitative (which is
mentioned above) explanation of its superiority. The
main motivation of our research is that the existing
approaches and techniques can not completely ex-
plain the efficiency gap. Till now, there is no com-
plete theory of the classical and quantum complexity
classes and of interrelations between them. We hope
that the approach presented here will be helpful in
this challenging problem.

Estimation of the information difference between
QL and CL can be made by means of the well-known
Kolmogorov complexity or quantum complexities [23—
25]. Some common properties of them and their pos-
sible applications were studied in [26]. Alternatively,
algorithmic entropies can be applied [27].

Despite having much in common with the Kol-
mogorov complexity, our method differs from it. We
estimate the information loss of every elementary
logic operation during reduction of QL to CL and
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then generalize it to an arbitrary calculation (for
brevity, we use the term ‘dequantization’). Such an
approach allows us to estimate the contribution to
the quantum (classical) calculation of any subspace
(domain) of Hilbert (phase) space correspondingly.

[30, 31] extend QL proposed in [1]. We build upon
these studies by providing dequantization of the com-
plete set of logic operations. To do this, we use the
path integral formalism together with the von Neu-
mann and Shannon entropy definitions. It allows us
to estimate the information loss of any quantum al-
gorithm in the semclassical limit. Compared to [32],
we go further and formalize the approach for any
logic gate.

The interrelation between Abelian QL subalgebras
and the CL algebra has been explored in [33]. In [34],
some aspects of the dequantization of measurement
and of entanglement, which is noted as lifting, were
considered with the help of the logic entropy. Instead,
we consider the dequantization of any QL statement
using the von Neumann and Shannon entropy def-
initions. We demonstrate that the non-commuting
propositions play a significant role in the QL effi-
ciency. Compared to the results of the Gottesman-—
Knill theorem, we exactly demonstrate the significant
efficiency contribution of non-commuting statements,
which may be outside the Clifford group, while mak-
ing the transition from QL to CL.

In the following, we consider any computation
as some expression assessing its truth value. The
method we propose estimates the amount of informa-
tion loss (IL) for every elementary logical operation
after its processing through the semiclassical limit,
but not in the register itself. As soon as the num-
ber of elementary logical operations does not change
while taking the limit, the complexity in its common
interpretation does not change under the procedure.

In this work, we develop the general scheme of IL
estimation for any QL proposition. The obtained re-
sults are exemplified with the dequantization and IL
estimation of quantum discrete fast Fourier transform
(FFTq) and Grover search (Grq) algorithms.

In Sections 2 and 3, we briefly introduce the CL and
QL formalisms, correspondingly. We refer those who
are interested in details to origins [1,12]. Some basics
of the path integral formalism and dequantization of
QL operations can be found in Section 4. After intro-
ducing all the necessary formalisms, we present the
major technical details of the approach. Estimation
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of the information loss during the transition from QL
to CL is presented in Section 5. We formulate and
prove theorem, which is necessary for the application
of the technique to any quantum algorithm, in Sec-
tion 6. Examples of how the scheme works on FFTq
and Grq are given in Section 7. Discussion of the ob-
tained results, their relation to other approaches and
open questions are given in Section 8.

2. Classical Logic

Let I's be the phase space describing a physical sys-
tem S in some state A. We assume that this state
corresponds to some domain in I'g and that it is
characterized by a characteristic function x, which
is defined on I'g. The statement “S possesses physi-
cal property A\’ or “S is in the state \” will be true
or false for those domains in I'g, where x» = 1 or
xx = 0, respectively.

Such characteristic functions may be used to de-
fine formal rules and elementary operations of CL on
I's. For example, they can describe the conjunction,
implication, and negation in terms of the phase space
subsets [1].

Conjunction A is defined as

XA = XA A Xp = XA Xp (1)
and describes the intersection subset.

Implication < is defined as
XA < Xpt XA A X = X (2)

and corresponds to rules of the subset inclusion; this
operation initiates a statement ordering.
Negation —

X-x=1-xx (3)

is equivalent to the transition to the complementing
subset.

In addition, the operation of disjunction V may be
introduced. However, as V can be expressed in terms
of preliminary operations

Xv = XA+ Xu = XA Xus (4)
it is not important for us in the following.

3. Quantum Logic

Let Hg be the Hilbert space of a physical system
S. Let S be in a state |¢). Then, for any statement
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about some property A of S, there exists a projec-
tive operator P projecting its state onto the corre-
sponding subspace of Hg. In other words, the state-
ment “S possesses physical property A” will be true,
if P5|¢) # 0, and false, if P»|¢) = 0.

The projective operators on Hg have much in com-
mon with the classical characteristic functions on
I's. However, there is a significant difference: P de-
fines some subspace in Hg, while ) defines some do-
main in I'g. As a result, two projective operators do
not commute in general, but any two characteristic
functions do.

To start with, let us define the quantum conjunc-
tion A for commuting projectors as

P/\|C> = (P)\ A P,u) |§> = P)\P/L|C> = P/LP)\|C>' (5)

It describes the intersection of subspaces of commut-
ing operators: any operator from one of the subspaces
has no influence on the other subspace.

In the case of the conjunction of non-commuting
operators, a situation is more complex. Any pair of
non-commuting operators does not have a joint basis,
i.e., the one consisting of the complete set of eigen-
functions for both of them. However, the conjunction
should fulfill one of the requirements of the projective
operator, namely, P2 = P,. It leaves the statement
belonging to both subspaces, which are determined
by Py and P,, (see [8] for details). In order to do this,
we use the following definition for the non-commuting
conjunction:

PAIC) = (PAAPL)IC) = lim (PP [0, (6)

in full accord with [8] (Table IV).

Obviously, if P\P, = P,P,, then (6) transforms
into (5).

Implication < is defined as

Py <Py (PAAPL)[G) =PAlQ) V[). (7)

It corresponds to the subspace inclusion. It initiates
the statement ordering similarly to its classical ana-
log. The same definition will also hold true for non-
commuting projectors.

Negation — (complementation) is defined as

P_x[¢) = T=Py)[0), (®)

where I is the unit operator. This operation is equiv-
alent to transition to the orthogonal subspace.
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Similarly to the CL case, the disjunction may be
expressed in terms of the previously defined opera-
tions

Pv|<> = (PA =+ P/t —-PyA P/L) ‘<> (9)
and thus is not needed in the following.

4. Quantum Logic Dequantization

As it follows from Sections 2 and 3, mathematical
fabrics of CL and QL statements differ. Classical ex-
pressions are built upon subsets from the phase space
I's, while their quantum counterparts are defined on
the subspaces from the Hilbert space Hg. In order to
compare CL and QL, we use the path integral formal-
ism in the phase space as the one providing a common
basis for both of them.

Let |¢) be any state in the Hilbert space Hg of
the physical system S. The projective operator Py
projects the state onto some subspace in Hg. Within
the path integral formalism, it can be written as
PAIQ) = NAIG) = ) [ Dyeisictirn, (10)
where the integration is made over all possible phase
space trajectories. Action Sx_¢[y] describes the tran-
sition amplitude (A|¢) (that is underlined with a sub-
script a—¢) along some fixed phase trajectory y with
Y = {¥1,Y2,Y3,Pys, Py, Pys }; here y; and p,, denote
the i-th component of the coordinate and momentum,
correspondingly.

The result of the projection P |¢) is nothing more
but a state |\) multiplied by the corresponding tran-
sition amplitude (A|¢). The amplitude itself can be
calculated by the integration over the phase space re-
sulting in (\|C).

Such a representation of the projective operator has
much in common with the symbol of operator. It in-
terconnects Py (operator) defined in the Hilbert space
Hg to the action (symbol of operator) defined in the
phase space I's.

Taking the limit i — 0 for the transition amplitude
results in the classical action and, therefore, provides
a bridge to the classical logic statements. As soon as
the vector |A) has a non-zeroth norm, P,|¢) = 0 <
< (A|¢) = 0. So, the situation has much in common
with the characteristic functions x» from the phase
space I'g. Path integrals themselves extinct when tak-
ing the limit because of fast oscillating exponents, and
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only the trajectories for which the action has the ex-
tremum survive. This gives

lim h lH/DyeiSde]/h: Srclyl, 09clyl =0,
h=0 § 0, dSx=sclyl # 0,

where § is a variation. So, one obtains that

. h _
%13%] 7 In </\‘C> = X)\S)\—>C[y]a
where
B 1, 5S>\—>C[y] =0,
X\ =
0, 5S>\—>C[y] # 0,

or, in the compact form,

h—0

Py[¢) --+ xa- (11)

Expression (11) defines the transition from the pro-
jective operator Py to some characteristic function
Xx- The notation y, is used, because |) is any vec-
tor from Hg, and, so, there is no need in the subscript
¢- This function defines the classical action that de-
scribes the transition of S from the state with some
physical property A to a state with the property (. As
one can see, X vanishes only for those regions in the
phase space, where 65 _¢[y] # 0.

Expression (11) encodes the transition of system’s
description from the quantum mechanical to the clas-
sical one. At the beginning, one has the Hilbert space
with projectors and wavefunctions, see (10), and, at
the end, one obtains the phase space with some clas-
sical trajectories fixed by the extremum of the ac-
tion. The transition (we call it dequantization for
brevity) is similar to the well-known semiclassical
approximation, when the wavefunction is being ex-
panded into a series in & up to the zeroth order.

At first, we consider QL operations for commuting
projectors.

Conjunction of two commuting operators

(PAAPL)IC) = [N (Al {ul )

after taking the limit & — 0 (11) transforms as
h—0
(PaAPL)IC) == XaXp (12)

that corresponds to the classical conjunction (1).
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Negation (8) can be written as

P_x[0) = T =Py [¢) =

= ([ tuan ) o

thus giving the equivalent classical expression, see (3),

h—0
P_,¢) 255 1= x. (13)

Now, we consider the conjunction of non-
commuting operators. This case is more complicated
because of the appearance of the commutator in ex-
pressions. Dequantization will consist of two steps:
at the first one, any power of product of two non-
commuting projective operators will be considered,
and only then their conjunction will be dequantized.

Let Py, P, be two non-commuting projective oper-
ators such that
PP, —P,Py =inll, (14)

where II is Hermitian. One may argue that (14) can
not describe the general case, since one may use the
commutator not proportional to i. Such generaliza-
tion will be slightly discussed in the following sec-
tion. Using

Vk>0 Py=P,, P;=P,
we obtain Vn > 0

(PAP,)" = (PAP,)" " (PP + ihll) =
= (PAP,)" " (Py +4hll) =

= =P,P, (P) +ihll)" ",

where n is integer. From

veeo P (ihID)** = (inID)** P,
= N = BT}
Py (iAID)* ! = (i)™ (1-P,),

we obtain then VkE > 0

k
(Py + kD) = [PA + (GRID) + mn} -

R ‘ —
:SZ_:;M[PH(M)?} (iRID)** =

356

B k! > s! 1 2(s—1)
=2 (k= s)ls! [PA 2. Gopm T
=0

k
s=0

+ (1= P,) (GhID)** | (GAID)"* =

9 k
—P, [1 4 (GRID) + z'hn} +
+ (I — Py) GAID)" (1 + iAI)* =
=Py (I+ )"+ (I—Py) o,
and, finally, Vn >0
(PAPu)n =
B (I+a)" +Pyikllak,
B [(I+a)k+ihﬂak + Yk,

n=2k+1,
n=2(k+1),

where

o = Al (14 ¢RII),

B =P,Py+ (I—Py)ihll,
v =Py (GAI)* (I + )" .
This gives

¥n >0 lim (PAP,)" = lim PPy, (16)

where the limit should be interpreted in a bit formal
sense, as soon as we apply it to the tensors of the
non-zeroth rank. Using (11) and (16), one gets

. h . h
lim % In (P AP, [¢) = lim % In (P, Py) [¢) =

h—0 1

=Sua +Ss¢ =S+ Suses (17)

for which the following variations are true:

55#%)\ = 55)\44 =0
Expression (17) determines the conjunction dequan-
tization for the non-commuting projectors.

Implication (7) by virtue of the previous result also

transforms into the classical one (2):
h—0

Py <P, - xa < Xu- (18)
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5. Dequantization: Information
Loss Estimation

5.1. Elementary logical statements

Suppose that S is in the pure quantum state |¢). The
von Neumann entropy Hy of the state

Hy ([¢)) = =Trplnp = 0. (19)

Here, p = |¢){C| is the density matrix of the system.

After the dequantization, the system S can be de-
scribed by the corresponding characteristic function
X, see (11), splitting the phase space I'g into two do-
mains. As a result, S can be characterized with the
Shannon entropy Hgp

Hgn (XA) = —daIngx — (1 — ¢x) In (1 — ¢n),

_ | Daxa
o fDx'

20
" (20)

In the following, the argument of Hgy may be denoted
with the characteristic function or the corresponding
projectors with no change in the expression meaning.

After the dequantization, the entropy depends on
how x» splits I's. It is non-zero except for two cases:
¢x = 0 or ¢, = 1. One may notice that the entropy
is upper bounded, i.e.,

VA Hsw(xa) <In2. (21)
The existence of the upper bound (21) means that
some quantum states after the dequantization proce-
dure lose all quantum correlations causing the maxi-
mal information loss possible.

Any logic statement consisting of commuting pro-
jectors is equivalent to some projector. Consequently,
any pure quantum state under the statement trans-
forms to another pure state leaving the von Neumann
entropy Hy unchanged. However, after the statement
dequantization, the entropy will change because of
the re-splitting I's. To show this, the entropy of de-
quantized logic operations should be explored.

Conjunction entropy of commuting projectors after
taking the limit 7 — 0, see (12), is defined as

Hgn (X/\) = —galngn —

—(1=¢a)In(1—¢p) <In2, (22)
[ Dxx,
on = Dz
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where xA = XaXy- Since x is nothing more but some
characteristic function, we used expression (21) to de-
fine the upper bound on Hgj, (xn)-

For the quantum negation after the dequantization
(13) we obtain

Hsp (x-2) = Hsn (1 — x) = Hsn (X2)- (23)

Expression (23) means that, because of the symmetry
of (20) the negation does not change the entropy even
after the dequantization.

For the implication of commuting projectors, one
gets that, according to (2) and (7), after the logic
conversion (18) the entropy will have the following
property:

Px <P, = Hsn(xa) = Hsn (X)), (24)
where XA = XaXy-

As before, in the case of non-commuting projectors,
it is enough to consider the entropy of the correspond-
ing conjunction (6) after the logic conversion (17).

Let Py, P, be two non-commuting projectors satis-
fying (14). The initial state |¢) of the system can be
expanded into a series in the eigenstates of commu-
tator II:

dimIT

0= Galm), Tj) = ).

Terms containing non-zero powers of II will vanish in
accordance with (15) while taking the limit & — 0
in the conjunction (6). Thus, the density matrix p
should be traced over the eigenstates of II. Under this
averaging, the pure state transforms into a mixture
for which the von Neumann entropy is non-zero:

Hx ([¢)) = Hx (pn) = —TrpnInpn =
dimII
= Z |C7r|21H|C7r|2 <IndimII, (25)

where pr = Tr|¢)(C].

In addition, the contribution of every eigenstate |m)
from the mixture pr to the whole entropy should be
included. Any such term is expressed similarly to (20)

Hgyp (X/\H\Tr) = 7¢/\\7r In ¢/\\7r -

— (1= ¢apr) In (1 = Papr)s (26)
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where xap is the characteristic function correspond-
ing to the conjunction of our projectors and

S = I Drjrxaxp
ANm — — r~.
| fD£E|,T

Here and in the following, the subscript |, means that
the transition starting from the state |A) or |u) results
in the corresponding state |7) but not in |¢) as before,
see (10).

Summarizing, the whole entropy for the dequan-
tized conjunction of two non-commuting projectors is

dimIT

H (X/\n) = HN (IOH) + Z |<7r|2HSh (X/\nlﬂ')' (27)

There is no subscript g, nor x on the lhs of (27),
since it is a sum of both von Neumann and Shannon
entropies.

As one may notice, (27) is the total entropy for
the mutual distribution over both degrees of freedom
encoded with IT and transition trajectories in I'g cor-
responding to |r).

Expression (22) is easily obtained via the formal
setting dimIT = 1 in (27).

The upper bound of H (xa), see (21) and (25), is

H (xpry) <IndimII+ In 2. (28)

Now, we can consider the case of the commuta-
tors not proportional to & in details, see (14) and
the text right after it. To do it, we can replace All
in (14) by some Hermitian operator C. Such an op-
erator can be diagonalized, i.e., represented in the
form C = Z(lhmc cP,, where P, is the projector on
the eigenstate of C' with eigenvalue c. Now, following
the dequantization, the procedure for such an opera-
tor (see (4)) will result in the re-definition of coeffi-
cients «, 8,7 in (15) without any change in (16) and
in (27). In other words, one again will meet with the
information loss while taking the semiclassical limit
h — 0 without any change at the end and, hence,
with no additional entropy, but except (27). It is com-
pletely consistent with the fact that a language choice
does not influence the complexity class of an algo-
rithm, see [37] for details.

Implication of the non-commuting operators is sim-
ilar to the analysis of commuting ones, see (24). The
only difference is that the non-commuting conjunc-
tion entropy (27) should be used, i.e.,

Px <P, = H (xary) = Hsn (X2),
358

(29)

where the projectors satisfy (14). However, (29) is a
generalization of (24); the latter is obtained by setting
dimII =1 in (29), as we did it before.

The obtained results define the entropy increase for
any elementary logical statement under the logic con-
version. Such elementary statements are atomic and
are equivalent to the one-qubit register. But, for the
complete analysis of the information gap, registers of
arbitrary length should be observed.

5.2. Compound logical expressions

Let [¢)®M be an Ni-qubit register. Any calculation
with it is equivalent to the construction of some log-
ical expression E; from the elementary logical oper-
ations defined on projectors. Suppose that E; has no
implications inside (that’s underlined with index 1)
and consists of n; negations — and ¢; conjunctions
A. The expression

Ni <np+c

must be true, since one can apply the encoding, where
N1 — n; — ¢1 qubits will be obsolete otherwise.

Conjunctions ¢y are defined on the non-commuting
projectors in general. Thus, one has to include all
commutator contributions (14) while estimating the
entropy. After neglecting the first such commutator,
all subsequent elementary statements will operate on
the mixture, but not on the pure state. However,
as the negation does not influence the entropy, the
conjunctions operating on the mixture should be ob-
served only.

Suppose that the expression Ejpp,, consists of
two conjunctions characterized with commutators II;
(corresponds to the first calculated conjunction) and
IT; (the second one). After the dequantization, the
entropy of the expression will be

dimIIy

H(ELH2H1|C>) =H (X/\Hl) + Z |C7T1|2H (X/\r[2|ﬂ'1>'

In general, for E; on the register |[¢)®™, the whole
entropy will be estimated by the recurrent formula

q1
H (B )®™M) =" Han (x,) + H (Xan, ) +
dimII; =

+ Z |<7T1‘2H (X/\n2\7r1)'
™

ISSN 2071-0194. Ukr. J. Phys. 2022. Vol. 67, No. 5
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Here, g1 is the number of qubits equipped in no con-
junction. Using (21) and (28), one may obtain the
upper bound for the entropy:

C1

H (EI|<>®NI) <(gi+c)n2+ Zlndimﬂk.
k=1

(31)

To estimate the entropy of some general expres-
sion E, one must count over all implications made
during the calculation. This means that, for E con-
taining subexpressions {Er}; on the register |¢)®%,
the total entropy H (IE|C yoN ) must consist of contri-
butions from all the subexpressions, each of which is
defined by (31).

6. Conjunction Theorem

Now, we are almost ready to verify our approach on
real algorithms.

Any algorithm, in order to be computable, should
consist of a finite amount of elementary gates. It im-
plies that the algorithm should use some finite num-
ber of products of non-commuting projectors and
seems to leave no space for non-commuting conjunc-
tion, see (6).

Useful quantum algorithms may contain products
of non-commuting projectors. But, according to their
computability, it seems that they can not utilize all
the possibilities allowed within QL.

So, we have the problem:

1. How can we combine the computability with the
full power of QL?

2. How can we translate that during the dequanti-
zation in the case of success?

We solve it with the help of the following theorem.

Conjunction theorem. Let P),P, be any two
projective operators such that [Py,P,] = ihll, P5 =
=P\ AP,. Then

Vk>0, H((PAP,)")=H(@P,). (32)
Proof. Using (6), we can write
(PAP,)*PA =P, (PAP,)" = P,. (33)

As it follows from (6), P2 = P, i.e., it is a projective
operator. This is not true for the product (PAPH)k,
since Py and P, do not commute. But, such product
defines some Hilbert subspace, and, therefore, (33) is
the common implication for commuting operators, see
(7). Then, using (24), we get finally (32) completing
the proof. O
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The theorem means that, from the CL point of
view, any non-commuting conjunction behaves itself
in the same way as a simple product of the non-
commuting projectors, the conjunction consists of;
ILs are equal.

Now, we can generalize expressions (30) and
(31). Due to (6), any conjunction gives the same IL as
the product of the projectors involved in it. In such a
case, the implication (commuting or non-commuting)
IL can be estimated directly: due to definition, it con-
tains the conjunction or the projector replacing the
conjunction itself. All we need to do is just to remove
the subscript 1 in (30) and (31). So, we finally obtain

H(EIQ)®N) =" Hen (xa) + H (Xnn, ) +

i=1
dimII;
+ Z |<7r1 ‘QH <X/\n2\7r1) (34)
and
H(EIO)®Y) < (¢+¢)n2+ > IndimIL, (35)

k=1

where E is the expression being processed on the N-
qubit register, ¢ is the number of qubits equipped in
no conjunction, and c¢ is the number of conjunctions;
any product of non-commuting operators should be
considered as a conjunction due to (6).

7. Examples

Let us introduce some notations before we pro-
ceed. At first, we define the notation

P, = lg)(al, Pg=1-Pg,

l9): ogla) = la),

where I is the unit operator, ¢ = {z,y,z} and o, is
the corresponding Pauli matrix. It is easy to check
that PqPq/ 7& Pq/Pq, if ¢ 7é q/.

Since {I, P,, P,, P,} are lincarly independent, we
can encode any qubit operator as some linear com-
bination of these matrices. To proceed, we need the
following operators:

1

V2

= \/i(ka - Pﬂzk)v

Ck,s = (1 - ei(bk’s) (stP—\zk + ISsz:) + ei(bk’slsllﬁ
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where Wy, is the Walsh-Hadamard gate on the k-th
qubit, and Cy s is the controlled-phase gate on the
k-th and s-th qubits with the phase shift ¢, =
7/ 25~k Here and in the following, operator’s sub-
scripts j,s denote the qubits these operators act on.

We emphasize that, using another basis matrices
(and consequently the projectors) will not influence
the result, since it may be provided by a simple uni-
tary rotation. This is a simple consequence of the fact
that changing the language (but except the unary lan-
guages consisting of one symbol only) can not signif-
icantly influence the algorithm complexity, see [37].

Expression (35) can be used for the estimation of
the IL of any quantum algorithm E. Processing the
estimation, we should keep in mind that the number
of conjunctions ¢ equals the number of projector’s
products from the viewpoint of the IL, see Section 6.

Below, we estimate IL for two different quantum al-
gorithms: quantum discrete Fourier transform FFTq
and the Grover search algorithm Grg. We refer those
who are interested in the details of the algorithms
to [38]. These algorithms provide the essential speed-
up compared to their classical analogs, which are ex-
ponentially complex, and one expects that to be re-
flected by IL in some way.

7.1. FFTq dequantization

As is known, FFTq on the N-qubit register may be
written as the following operator:
FFTq = ®¢...on_1,

36
& = WiCp n—1Ck,n—2 .. Cp ey 1- (36)

One can notice that every Cj s contains 2 non-
reducing terms with P, which do no commute with
the corresponding P,; of Wg. Then the number of

non-commuting projector products is ¢, = 2V k-1
for any ®; and
N-1 N-1
c=Y = 2N Fl=oN_1 (37)
k=0 k=0

Any &, contains N —k—1 commuting projector prod-
ucts (commuting conjunctions); summing over k gives
N(N —1)/2 commuting conjunctions in general. Sub-
stituting this, (37) and dimIl; = 2V in (35), we ob-
tain

H(FFTQ) < |:q+ M—F

2

+(N+1) 2V - 1)} In2 =0 (N2V), (38)
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thus meeting an exponential IL of the dequantized
FFTq. As is known, its classical analog FFT¢ needs
@) (N 2NV ) amount of resources.

7.2. Grover dequantization

Grq, which is operating on the database containing
2N elements, can be represented with the operator

Grq = {[2 (WP, W)®N I®N} ®
F2n/2

Ur. (39)

(24 (P—\z - PZ)}
Ur: [2)[0) = [2)|T'(2)),

where I is the tested statement (i.e., Grq determines
the elements on which T' is true). The operator Ur
requires the number of gates depending not on the
register size, but on the particular expression for I'
only and, thus, will not be considered in the following.

As for the component (P-. — P.) acting on the an-
cillary qubit, it includes ¢;r = 1 intersections for the
complementary (and, hence, commuting) projectors
only, for which one can put formally dimIl,pr = 1
while estimating IL. The number of these anxillary
intersections is

N/2
32"/

0
ar = Z Clr = ZQN/2~
k=1

For the operator in the square brackets, we obtain

(40)

WP.W=2(P, —P_,)P, (P, — P_,) =2P,P,P,,
thus giving one intersection of non-commuting projec-
tors. The number of such intersections in the square
brackets is ¢} = IV (one for every qubit in the reg-
ister). Since the iteration should be applied %QN/ 2
times, we have

%ZN/2 %QN/Q
™
ap= D ep= ) N= N2V~ (41)
k=1 k=1
As dimlIl ) = 2V, we obtain after substituting (40)

and (41) into (35)

H(GI‘Q) < (Q+C|F +C|[]) ln2+NcH]ln2 =

_ {q+g(N2+N+1)2N/2} In2 =
~0 (N22N/2>. (42)
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As is known, the classical search algorithm requi-
res O(2V) number of resources, while Grq needs
O(2N/?). Thus, we obtain non-polynomial IL in this
case. It may be an example of the “incomplete” algo-
rithm reduction, i.e., when the algorithm under the
dequantization reduces to the rather complicated one.

Since the search algorithm belongs to the NP com-
plexity class, the example demonstrates that at least
some quantum algorithms being NP do not meet com-
plete IL (i.e., IL for them does not necessarily equal
in the number of resources required with their clas-
sical analogs) under the dequantization: we obtained
o (N22N/2) instead of O (2N) IL for Grq. The rea-
son for such a difference is the transformation of the
algorithm which is discussed in the following section.

One may argue that the obtained results may be ex-
plained by the Gottesman—Knill theorem (see [38] for
the formulation and proof): (36) includes the gates
outside the Clifford group, while (39) employs the
gates from the Clifford group only. This is what we
obtained by expressions (38) and (42). However, com-
pared to the Gottesman-Knill theorem, we exactly
show how the computational efficiency is being re-
duced and give a concrete recipe for the loss estima-
tion, see (34) and (35).

8. Discussion

In our research, we studied how the set of elementary
QL operations can be reduced to the classical counter-
part via taking the semiclassical limit 2 — 0. We ap-
plied the projective operator representation of QL, see
[12]. One may argue that the projector sets are not as
wide-spread in a quantum information research as the
other sets of gates (such as one-qubit gates and Tof-
foli gate or Controlled-NOT, for example). However,
it seems to be a non-trivial task to try to find a clas-
sical analog for such gates as the Walsh—-Hadamard
gate. So, we focused on the similar formal sets of logic
gates such as the conjunction, implication, and nega-
tion. We used the projectors to investigate the formal
rules of both quantum and classical logics. Due to the
algorithm complexity theory, a choice of a language
is not essential up to some polynomial increase of re-
sources. So, the consideration of the projector sets
cannot influence the final result.

After that, we estimated the amount of information
loss during the dequantization process, shedding light
on the loss of the logic efficiency and on the efficiency
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gap problem itself. To quantify our approach, we used
both the von Neumann and the Shannon entropies for
quantum and dequantized logic gates, respectively. It
implies the application of some techniques from infor-
mation theory and requires the analysis of conditional
distributions.

We dequantized the complete set of elementary
quantum logic operations including the non-commu-
ting conjunction. In addition, the general expression
estimating the IL for any dequantized quantum algo-
rithm has been derived, see (34) and (35). We formu-
lated and proved the conjunction theorem (see Sec-
tion 6), which is necessary for the estimation of a con-
junction of non-commuting projectors. The technique
was applied to FFTq and Grq algorithms; it demon-
strated exponential and non-polynomial ILs for the
algorithms, correspondingly.

Expression (34) estimates the amount of informa-
tion being lost by a quantum algorithm, which is en-
coded with E, after the processing through the semi-
classical limit. It implies that description of the IL re-
quires the additional memory of the H (EK yoN ) size
which is upper bounded with (35). This is equivalent
to the same increase of the amount of elementary log-
ical steps (by one per each additional memory cell to
write it down) at least. So, we conclude that the tech-
nique presented in the paper might shed some light
on the NP problem (in the case where we consider
some NP-complete algorithm, such as Grg) and on
the algorithm complexity classification.

Any quantum algorithm under the dequantization
keeps the number of elementary logical operations the
same with no change in the complexity in its common
sense. But the description of its IL requires the ad-
ditional memory and, consequently, time (measured
in the number of elementary logical steps). The inter-
relation between the estimated IL (or efficiency) and
the complexity in its common sense is unclear, since
the dequantized algorithm and its IL description do
not coincide.

The algorithmic entropies, see [27], may be used to
describe the “distance” between the desired and calcu-
lated results in the case of using a quantum or clas-
sical algorithm. The entropies are used to estimate
the probability of obtaining the desired result; they
are defined for the states calculated with some algo-
rithm. Our approach differs a lot from that one, since
we investigate the changes of the elementary logic op-
erations while taking the limit A — 0.
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The Kolmogorov complexity approach is useful for
the estimation of the difference between quantum
and classical calculations. It gives the program min-
imized in size that realizes the corresponding algo-
rithm. Such an approach helps to define conditions
on the calculations, which are easy in the quantum
case, but are hard in the classical one. For more de-
tails, see [23] and other ones [24-26].

However, our approach differs from the Kol-
mogorov’s one. Dequantization of elementary QL op-
erations allows one to estimate the corresponding en-
tropy for any logical expression. It gives the amount
of information loss during the reduction of the quan-
tum algorithm to the classical one. It has much in
common with (but can not be interpreted as com-
parison of) the corresponding Kolmogorov complex-
ities in the cases where quantum and classical algo-
rithms solve the same problem only, since the amount
of elementary operations does not change, while one
takes the semiclassical limit. The similarity origins
from the re-estimation of quantum gates in terms of
classical ones. But, after the dequantization, the al-
gorithm may solve another problem (like FFTq). In
this case, both Kolmogorov and our approaches can
not be compared directly.

We illustrate this statement with the help of the
classical discrete fast Fourier transform (FFT). As
is known, FFTq is a polynomial time algorithm. It
needs O (N 24N ) operations, while FFT needs
O (N2"). According to (7), the number of elemen-
tary operations during the dequantization remains
the same, i.e., polynomial. However, some amount
of information is lost, and this amount can be es-
timated. We suggest that the only explanation for
this is the algorithm changeover. In particular, FFTq
transforms into the Legendre transform (but not into
FFT) [35]; for more information, see [36].

Such algorithm simplification after the dequanti-
zation is explained by the fact that the QL algebra
can be split up on some Boolean subalgebras, each of
which is similar to the CL algebra [8]. But the state-
ments from different QL subalgebras do not commute,
thus providing the largest IL possible.

It has been widely believed that the entanglement
is a quantum resource responsible for a high efficiency
of quantum algorithms. In our approach, projective
operators (non-commuting in general) are only used
with no direct relation to the entanglement. One may
say that the non-commuting projectors project the
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state to different subspaces (say, H; and Hs) such
that the basis vectors from H; are represented as an
entangled in the basis of Hy. But there are doubts
that this can be stated and proved in general. In [39],
a simulation of Shor’s factoring algorithm was made,
and the authors found no significant role of the entan-
glement in providing the exponential speed-up of the
algorithm. Based on this and on our own results, we
suppose that the entanglement can not be considered
as a resource of the computational speed-up in quan-
tum calculations. The high computational efficiency
of quantum algorithms is highly interrelated with the
presence of non-commuting statements which can not
be simulated efficiently by CL. However, the last item
is true, if IL is strongly interconnected with the com-
putational efficiency only and requires a further re-
search. Both the efficiencies, in spite of having much
in common, differ from each other.

In addition, we would like to emphasize that the ap-
plication of the presented approach to the complexity
classification requires the reverse engineering of the
approach. Namely, one should be able to estimate the
gain in the efficiency for any classical algorithm while
transiting it to the quantum one. Such a task seems
to be highly non-trivial to date.

Some questions still remain open, and it seems rea-
sonable to solve them. Here, they are:

e How are the complezrity and IL interconnected
with each other?

e If some optimal quantum algorithm gives an ex-
ponential IL, does it imply that the classical algo-
rithm for the same problem is exponential in time?

e Can the presented approach be used for the com-
parison of quantum and classical algorithm complex-
ity classes and for the ascertainment of a correlation
between these classes?

¢ Generally, any quantum algorithm transforms
into another one, which solves another problem, un-
der the semiclassical limit. But, what can we say
about the reversion? Can one obtain some quan-
tum algorithm (or the class of them), being given
the classical one? Some investigation on the topic
of the transition from subsets of CL to compatible
(i.e., determined with mutually commuting operator
sets) linear subspaces of QL is presented in [34]; it
is called lifting in this work. In our opinion, such a
reversion should be ambiguous due to the differences
between subsets and linear subspaces. The point is
that there is no recipe to go to the incompatible sub-
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spaces. In our opinion, the formalization and further
development of the approach presented in [40] might
be helpful while constructing the recipe. However, it
is not known surely whether it can be solved or not for
some classes of quantum algorithms at least. In par-
ticular, one can try to build the quantum analog of
the Legendre transform. Due to the ambiguity, we ex-
pect to derive some class of quantum algorithms, but
not FFTq only. One more interesting point is to look
for the quantum analogs of inefficient classical algo-
rithms such as FFT or the factorization and to verify
whether the analogs will be inefficient in QL as well.

Summing up the questions mentioned above, we
conclude that the problem of the reverse transition to
the dequantization is worth of further investigations.

We are thankful to E.D. Belokolos for all the valu-
able discussions during the preparation of this work
and to O. Fialko for all remarks which helped to im-
prove this work.
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KBAHTOBA JIOT'IKA
V KBABIKJIACUYHOMY HABJINYKEHHI:
BTPATA IHOOPMAIIIT

Mu po3smisigaeMo KBAHTOBY OOYHCIIIOBAJIbHY €(DEeKTUBHICTH 3
HOBOI TOYKM 30py. [laHa edeKTUBHICTH 3BOAUTHCS 10 KJIACH-
9HOI 3a JOIOMOIOI0 KBa3iKjacuIHOro HabJimkenHsi. Mu moka-
3y€EMO, IO JaHe CIPOIIEHHS BUKJIUKAHE TUM, [0 KOXKHA eJle-
MeHTapHa KBaHTOBA JIOTIYHA omepanis (BeHTH/Ib) BTpadae iH-
dopwmariiio mg yac nepexoiy 10 CBOrO KJIACHYHOTO aHAJIOTY.
IIpoBeneno oninky BTpaTy iHdopMamil s BCiX BEHTHIIIB, 110
YTBOPIOIOTH IOBHUN Habip. Mu nokasyemo, 1mo Haiibinbire iH-
dopmalriil BrpadaeTbCs JJjisi HEKOMYyTyiounx BeHTH iB. Lle mo-
3BOJISIE PO3IVIALATH HEKOMYTATHBHICTH fAK [KEPEJIO KBAHTO-
BOI'O IIPUCKOpeHHsI 064umciaeHb. Harn MeTosn 103BoJIsI€ KiIbKi-
CHO OI{HUTH IIepeBaru KBAHTOBUX OOUNCIIEHD IIOPIBHSHO 3 KJla-
CHUYHHMH 32 JOIOMOI'OIO IIPSIMOTO aHAJI3y BUKOPHUCTOBYBAHOI
goriku. OTpuMaHi pe3ysbTaTh IMPOIIIOCTPOBAHO HA MPUKJIAJL
KBAHTOBOI'O AUCKpeTHOro nepersopenns Pyp’e ta momrykoso-
ro anropurmy I'posepa.

Ka1wvwo06i cA06a: KBAHTOBA JIOTiKa, KBAHTOBI aJrOPUTMH,
CKJIQHICTD.
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