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Laser-induced breakdown spectroscopy (LIBS) enables rapid elemental analysis and plasma di-
agnostics but suffers from limited quantitative accuracy due to the strong spatiotemporal non-
uniformity of the laser-induced plasma and stochastic fluctuations in ionization-recombination
kinetics. In this work, we develop and experimentally validate a deterministic–stochastic frame-
work that couples classical rate equations with stochastic differential terms to capture shot-to-
shot plasma variability. The model, implemented through a first-order Runge–Kutta (RK1)
scheme augmented by the Euler–Maruyama method, is quantitatively related to standard LIBS
diagnostics: Stark broadening for electron density (𝑛𝑒), the LTE Saha equation for ionization
balance, and Boltzmann plots for excitation temperature (𝑇exc). Single-shot LIBS experiments
using a 1064 nm, 7 ns Nd :YAG laser were performed on six metals (Al, Cu, brass, Pb, stain-
less steel, and Ti) under identical conditions. The measured spectra showed high reproducibility
(intensity scatter <7%), and the extracted plasma parameters revealed consistent material-
dependent trends: Al and stainless steel exhibited the highest 𝑛𝑒 (up to (7–9) × 1018 cm−3),
whereas Cu and brass showed lower values (∼(2–3) × 1018 cm−3). Electron temperatures de-
rived from the Saha equation reached 12–13 kK for high-ionization materials and <11 kK
for low-ionization ones. The introduction of a stochastic fluctuation term (𝜎 ≈ 0.05) repro-
duced the observed intensity scatter and improved agreement between modeled and experimental
spectra. The proposed framework enhances LIBS diagnostic accuracy under transient, non-
equilibrium conditions and provides a compact laboratory analogue for studying fluctuation-
driven plasma dynamics relevant to high-energy-density physics, laser–plasma interactions,
and fusion environments. This unified deterministic–stochastic treatment bridges applied laser
spectroscopy with the broader physics of non-LTE plasmas.
K e yw o r d s: laser-induced plasma (LIP), Saha equation, Boltzmann plot, stochastic model-
ing, high-energy density physics, non-LTE plasma.
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1. Introduction
Laser-induced plasmas (LIP) are produced when a
high-energy laser pulse ablates the surface of a con-
densed material, creating a rapidly expanding plasma
plume with strong gradients of temperature, electron
density, and degree of ionization. Such short-lived

1 This work is based on the results presented at the 2025 “New
Trends in High-Energy Physics” Conference.
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nonequilibrium systems not only underpin applied
techniques such as laser-induced breakdown spectro-
scopy (LIBS), pulsed laser deposition, and laser weld-
ing, but also represent microscale analogues of high-
energy plasmas encountered in fusion, astrophysical,
and accelerator environments. The dynamics of en-
ergy transfer, ionization, and recombination in these
systems resemble those observed in large-scale laser–
plasma interactions and in relativistic particle–beam
experiments [1–3, 14–17].

The quantitative interpretation of LIBS spectra is
limited by the spatiotemporal non-uniformity of the
plasma and by stochastic fluctuations in the evolution
of its microscopic parameters. Deterministic models
of plasma kinetics are often insufficient to describe
the observed shot-to-shot variability, which originates
from random perturbations of electron density, tem-
perature, and local electric fields. These fluctuations
are conceptually similar to turbulence and stochas-
tic energy exchange processes studied in high-energy
density physics, where ionization and recombination
occur under rapidly changing, non-local thermody-
namic equilibrium (non-LTE) conditions [3, 12–13].

Accurate spectroscopic diagnostics therefore re-
quire combined deterministic–stochastic approaches
capable of capturing both the mean-field evolution
and its fluctuations. Among classical diagnostic tools,
Boltzmann plots and Stark broadening are routinely
employed to estimate the excitation temperature and
electron density [4–5], while the Saha equation and
radiative transfer models provide a baseline for ion-
ization balance [6]. However, under transient condi-
tions typical of LIP, these methods must be supple-
mented by stochastic kinetic modeling to reproduce
observed plasma behavior.

Recent developments in two-fluid and magnetohy-
drodynamic (MHD) descriptions have further empha-
sized the need to treat electrons and ions as dynami-
cally distinct species. Such models predict electrosta-
tic Langmuir oscillations and, under magnetized con-
ditions, Alfvén-type modes that govern plasma trans-
port and wave–particle interactions [14–17]. These
same processes are fundamental to the physics of
high-energy plasmas in fusion devices, astrophysical
jets, and wakefield accelerators. Consequently, LIBS
plasmas – although small in scale – offer a controlled
laboratory platform for investigating fluctuation-dri-
ven plasma instabilities relevant to those extreme en-
vironments.

Building upon our previous works on the statis-
tical moments of laser scattering through random
phase screens [7] and the numerical analysis of flu-
orescence in aqueous media [9–10], we apply a sim-
ilar stochastic formalism to LIBS plasma emission.
The present study develops a deterministic–stochas-
tic framework for ionization–recombination kinet-
ics, combining first-order Runge–Kutta integration
with stochastic differential equations solved via the
Euler–Maruyama scheme [18]. This approach con-
nects classical LIBS diagnostics (Boltzmann plots,
Stark broadening, and the Saha relation) with mod-
ern kinetic theories used in high-energy plasma mod-
eling, thereby bridging analytical laser spectroscopy
and the broader domain of high-energy and non-
equilibrium plasma physics.

2. Problem Statement

Laser-induced breakdown spectroscopy (LIBS) is a
powerful technique for elemental and plasma diagnos-
tics, yet, its quantitative accuracy is fundamentally
constrained by the spatiotemporal non-uniformity of
the laser-induced plasma. In practice, rapid fluctua-
tions of the electron temperature (𝑇𝑒) and electron
density (𝑛𝑒) distort spectral line shapes and inten-
sities through Stark broadening and self-absorption
(opacity), thereby complicating spectral inversion
and calibration [1–2].

Moreover, shot-to-shot and intra-shot variations in
ionization–recombination kinetics cause measurable
scatter in emitted line intensities, reflecting the in-
herently stochastic nature of plasma evolution. Such
variability cannot be adequately captured by purely
deterministic rate equations.

Traditional equilibrium approaches, including the
local thermodynamic equilibrium (LTE) Saha equa-
tion, fail to describe non-LTE conditions typical of
transient laser plasmas, where steep temperature
gradients and radiative processes dominate. These
non-equilibrium regimes require models that si-
multaneously account for deterministic transport
and stochastic fluctuations in microscopic plasma
parameters.

Therefore, the objectives of this study are to:
∙ develop a modeling framework that couples de-

terministic ionization–recombination kinetics with a
stochastic extension to capture the experimentally
observed variability in LIBS plasmas.
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∙ Validate the framework experimentally using
high-resolution LIBS spectra acquired under con-
trolled laboratory conditions.

∙ Establish a consistent diagnostic workflow inte-
grating Boltzmann plots (for 𝑇𝑒), Stark broadening
(for 𝑛𝑒), and intensity-ratio checks to minimize un-
certainty in inferred plasma parameters.

This approach not only enhances the reliability of
LIBS diagnostics but also contributes to the broader
understanding of fluctuation-driven processes in non-
equilibrium plasmas – an issue central to both laser –
matter interaction physics and high-energy density
plasma research.

3. Theoretical Background
and Computational Modeling

When analyzing the early-stage dynamics of laser-
induced plasma (LIP), it is necessary to treat elec-
trons and ions as two distinct interacting fluids. Un-
like the single-fluid magnetohydrodynamic (MHD)
approximation, which assumes that all charged
species move collectively, the two-fluid approach sep-
arates the dynamics of electrons and ions, allowing
their different inertia and response times to be prop-
erly captured. In this framework, the governing equa-
tions include both mass conservation and momentum
balance for each species.

The continuity equations for electrons and ions are

𝜕𝑛𝑠

𝜕𝑡
+∇ · (𝑛𝑠v𝑠) = 0 (𝑠 = 𝑒, 𝑖) (1)

while the momentum balance equations take the
form:

𝑙𝑚𝑠𝑛𝑠

(︂
𝜕v𝑠

𝜕𝑡
+ v𝑠 · ∇v𝑠

)︂
=

= −∇𝑝𝑠 + 𝑞𝑠𝑛𝑠(E+ [v𝑠 ×B])−R𝑒𝑖, (2)

where 𝑛𝑠, 𝑚𝑠, and v𝑠 are the density, mass, and veloc-
ity of species s, respectively; 𝑝𝑠 is the partial pressure,
and R𝑒𝑖 = 𝑚𝑒𝑛𝑒𝜈𝑒𝑖(v𝑒 − v𝑖) is the electron–ion mo-
mentum exchange term due to collisions. This formu-
lation ensures that both mass conservation and col-
lisional coupling are explicitly included, avoiding the
inconsistency of neglecting collisions in the steady-
state limit. Such a description is particularly relevant
to LIBS plasmas, where strong electron–ion inter-
actions during the first tens of nanoseconds deter-
mine the evolution of density perturbations, spec-

tral line broadening, and the effective ionization–
recombination balance observed in emission spec-
tra. Because the electron mass is very small, its in-
ertia can be neglected on time scales longer than the
electron plasma period. Under these conditions, the
electron momentum equation reduces to a fast bal-
ance between the pressure gradient, the electric field,
and the magnetic (Lorentz) force:

0 = −∇𝑝𝑒 − 𝑛e(E+ [ve ×B]), (3)

where the collisional drag term is small but not
strictly zero and is retained as a perturbation when
necessary.

This approximation is justified for LIBS plas-
mas, where electrons respond almost instantaneously,
while the heavy ions remain quasi-stationary over the
nanosecond timescale.

If ions are assumed immobile (𝑣𝑖 = 0), the plasma
supports electrostatic oscillations (Langmuir waves)
in which electrons oscillate against a stationary ion
background. The perturbed quantities are expres-
sed as:

𝑛 = 𝑛0 + 𝛿𝑛𝑒, v𝑒 = 𝛿v𝑒, E = 𝛿E. (4)

The linearized electron momentum equation is
then:

𝑚e
𝜕𝛿ve

𝜕𝑡
= −𝑒𝛿E− ∇𝑝e

𝑛0
, (5)

where pressure perturbations are related to density
perturbations by:

𝜕𝛿𝑛𝑒

𝜕𝑡
+ 𝑛0∇ · (𝛿v𝑒) = 0. (6)

For high-frequency Langmuir oscillations, electrons
behave adiabatically with an effective adiabatic in-
dex 𝛾𝑒 ≈ 3, corresponding to the well-known Bohm–
Gross correction factor. The electron continuity equa-
tion becomes:

𝜕𝛿𝑛𝑒

𝜕𝑡
+ 𝑛0∇ · (𝛿v𝑒) = 0. (7)

The electron continuity equation is supplemented
by Gauss’s law:

∇ · 𝛿E =
𝑒 𝛿𝑛𝑒

𝜀0
. (8)
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Combining Eqs. (5)–(8) yields the dispersion rela-
tion for electrostatic electron–plasma oscillations:

𝜔2 = 𝜔2
𝐿 + 3𝑘2𝑣2𝑡𝑒, (9)

where 𝑣𝑡ℎ,𝑒 =
√︀

𝑘B𝑇𝑒/𝑚𝑒 − is the electron ther-
mal velocity and 𝜔𝐿 =

√︀
𝑛0𝑒2/(𝜀0𝑚e) is the fre-

quency of the electron plasma – the Langmuir fre-
quency. Equation (9) represents the Bohm–Gross dis-
persion for Langmuir-type oscillations. If a magnetic
field is present and ion inertia is included, Alfvén-type
modes appear with

𝜔2 ≈ 𝑘2‖𝑣
2
𝐴, 𝑣𝐴 = 𝐵/

√
𝜇0𝜇𝑖𝑚𝑖,

but under weakly magnetized, short-pulse LIBS con-
ditions, the electrostatic (Langmuir) term domi-
nates. These local density–field oscillations modu-
late microscopic electric fields and hence influence
Stark broadening and line-shape asymmetry, directly
linking the two-fluid analysis to experimental diag-
nostics. For completeness, Alfvén waves arise only
when magnetic tension and ion inertia are retained
in the full MHD/two-fluid formulation; their char-
acteristic times are orders of magnitude longer than
the nanosecond electrostatic oscillations considered
here. Consequently, the Langmuir-mode microfield
fluctuations derived above are the physically relevant
mechanism behind the observed Stark line broaden-
ing in our LIBS setup.

3.1. Ionization–recombination modeling

In laser-induced plasmas, evaluating the degree of
ionization is crucial for quantitative analysis. Under
equilibrium conditions, the ionization process is gov-
erned by the Saha equation, derived from statistical
mechanics by equalizing the chemical potentials of
neutral atoms, ions, and electrons:

𝜇𝑖 = 𝜇𝑖+1 + 𝜇𝑒, 𝜇 = 𝑘B𝑇 ln
(︁𝑛𝑔
𝑧

)︁
, (10)

where 𝑛 is the particle concentration, 𝑔 is the statis-
tical weight, and 𝑍 is the partition function. Com-
bining these expressions yields the canonical form of
the Saha equation:

𝑛i+1𝑛e

𝑛i
=

2

Λ3

𝑍i+1(𝑇 )

𝑍i(𝑇 )
exp

(︂
−𝐸ion, 𝑖

𝑘B𝑇

)︂
. (11)

Where

Λ𝑇 =

(︂
ℎ2

2𝜋𝑚𝑒𝑘B𝑇

)︂1/2

is the electron thermal de Broglie wavelength, 𝐸ion, 𝑖

is the ionization energy, and the factor 2 accounts
for electron spin degeneracy. Equation (11) defines an
LTE (local thermodynamic equilibrium) baseline for
ionization balance.

In practice, LIBS plasmas frequently deviate from
LTE because collisional processes alone cannot main-
tain equilibrium during the early nanoseconds after
ablation. In such non-LTE regimes, radiative tran-
sitions become comparable to collisional ones, and
the full collisional–radiative (CR) model must be em-
ployed:

𝑑𝑛𝑖

𝑑𝑡
= 𝑛e

[︀
𝑛i−1 𝑆

ion
𝑖−1(𝑇e)− 𝑛i 𝛼

rec
𝑖 (𝑇e)

]︀
, (12)

where 𝑆ion and 𝛼rec are the ionization and recombi-
nation rate coefficients. The plasma quasi-neutrality
condition requires:

𝑛e =

𝑍max∑︁
𝑗=1

(𝑗𝑛𝑗), 𝑛tot =

𝑍max∑︁
𝑗=1

(𝑛𝑗). (13)

A practical diagnostic employs the intensity ratio of
ionized to neutral emission lines:

𝐼ion
𝐼neutral

−→ 𝒞 · 𝑛𝑖+1

𝑛𝑖
, (14)

where 𝒞 depends on the transition probability 𝐴𝑘𝑖,
wavelength 𝜆, and other spectroscopic constants
(from NIST [23]). This relation allows indirect es-
timation of the plasma’s ionization degree and, via
Eq. (11), its electron temperature 𝑇𝑒, provided that
lines are optically thin and belong to the same
element.

After laser ablation, the plasma contains neu-
tral atoms (𝐴), free electrons (𝑒−), singly ionized
ions (𝐴+), and doubly ionized ions (𝐴2+). For typ-
ical LIBS conditions (𝑇𝑒 ≈ 1.5 × 104 K, 𝑛tot ≈
≈ 1018 cm−3), the populations of these species evolve
dynamically under competing ionization and recom-
bination processes.

Because each ionization stage contributes a differ-
ent number of free electrons:

𝑛e = 𝑛1 + 2 · 𝑛2 + 3 · 𝑛3, (15)

while the total atomic concentration is:

𝜂total = 𝜂0 + 𝜂1 + 𝜂2 + 𝜂3. (16)
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3.2. Stochastic extension

To represent experimentally observed variability in
line intensities and ion populations, a stochastic term
is added to the rate equations:

𝑛𝑖(𝑡+Δ𝑡) = 𝑛𝑖(𝑡) + Δ𝑡 · 𝑑𝑛𝑖

𝑑𝑡
+ 𝜖𝑖(𝑡), (17)

where 𝜖𝑖(𝑡) ∼ 𝑁(0, 𝜎2
𝑖 ) describes random deviations

caused by microscopic ion–electron collisions. An ad-
ditive noise model was adopted with a typical fluc-
tuation amplitude 𝜎 ≈ 0.05, consistent with the
observed relative standard deviation (𝑅𝑆𝐷 ≈ 4–
6%) of spectral line intensities in replicate LIBS
shots [4, 13]. Time-step sensitivity tests (halving Δ𝑡)
produced <2% variation in mean populations, con-
firming numerical stability. This stochastic exten-
sion effectively captures shot-to-shot plasma variabil-
ity and provides confidence intervals for predicted
level populations and line intensities. Together with
the deterministic framework, it forms the theoret-
ical basis for the diagnostic workflow presented in
Section 4.

3.3. Relation to high-energy
plasma physics

The two-fluid and stochastic analyses outlined above
are not limited to LIBS applications. They paral-
lel the theoretical treatments of high-energy-density
plasmas, where rapid ionization, wave-particle in-
teractions, and fluctuation-driven instabilities govern
plasma behavior. The derived Bohm–Gross disper-
sion mirrors the oscillations observed in laser-plasma
wakefield accelerators and fusion plasmas, while the
inclusion of stochastic kinetics resembles modeling
approaches used in non-LTE radiative transport and
dense plasma recombination studies [14–17]. Thus,
LIBS provides a compact laboratory analogue of
the fundamental processes explored in modern high-
energy plasma physics.

4. Objectives and Research Methodology

4.1. Objectives

We aim to (i) acquire reproducible single-shot
LIBS spectra from six metals under controlled
conditions, (ii) extract plasma parameters (𝑇𝑒, 𝑛𝑒)
from line shapes and intensities, and (iii) bench-
mark these measurements against the deterministic–

Fig. 1. StellarNet Blue-Wave (200–400 nm) spectroscopic
system for LIBS and absorption measurements: laser–target
interaction, optical fiber collection, and spectrometer-based
detection

stochastic modeling of ionization–recombination dy-
namics (Section 3).

4.2. Experimental setup and samples

The experimental setup employed a StellarNet Blue-
Wave UV spectrometer operating in the 200–400 nm
range with an average spectral resolution of about
1 nm. This range encompasses the most prominent
neutral and ionized emission lines (Al I 394.4 nm,
Al II 358.7 nm, Cu I 324.7 nm, Fe I 302.1 nm,
Ti I 368.5 nm, etc.), providing optimal conditions
for plasma diagnostics in the ultraviolet region. The
spectrometer was coupled via a 600 𝜇m fiber to the
observation optics at 45∘, while the plasma was gener-
ated by a Q-switched Nd : YAG laser (1064 nm, 7 ns)
focused through a 100 mm plano-convex lens. The
system configuration allows both emission (LIBS) and
absorption modes to be recorded without realign-
ment, ensuring consistent geometry and reproducible
results (Fig. 1).

∙ Laser & optics. Q-switched Nd : YAG (𝜆 =
= 1064 nm, 𝜏 ≈ 7 ns, 1 Hz); focusing with a 100
mm plano-convex lens normal to the target. Spot size
∼ 100𝜇m verified by the knife-edge method; at 70 mJ
the fluence is ∼ 89 J cm−2.

∙ Collection & detection. Emission collected at 45∘

with a 600 𝜇m fiber and dispersed by a Stellar-
Net BlackComet-SR (200–1100 nm, instrumental
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Fig. 2. Approximately equal-size samples selected for analysis

FWHM ∼1.5 nm). Spectra are single-shot integrated
(no gating).

∙ Samples. Cu, brass (Cu–Zn), Pb, Al, stain-
less steel (Fe–Cr–Ni), Ti; thickness 0.1–0.5 mm
(Fig. 2). Surfaces were cleaned immediately before
ablation to minimize oxides/contamination. Targets
were clamped on a black ceramic mount; thin foils
(0.1 mm Cu, brass) on a sacrificial ceramic backing
to prevent perforation. Shots were laterally separated
by ≥0.2–0.5 mm to avoid crater overlap.

∙ Ambient. Air, ∼1 atm. In the selected lines,
Stark broadening dominates over pressure broaden-
ing at our resolution.

For metals at 1064 nm the optical skin depth 𝛿 is
typically tens of nm and scales as 𝛿 ≈

√︀
2/(𝜇0𝜎𝜔);

hence 𝛿 sets the initial energy-deposition volume and,
together with thermal transport, influences early-
time plasma conditions.

4.3. Calibration and acquisition protocol

Low-pressure Hg(Ar) lamp before/after runs; drift
<0.05 nm. Instrumental FWHM ∼1.5 nm used as
the Gaussian constraint in Voigt fits. For each ma-
terial, three independent single shots under identical
settings. Baseline correction; peak finding; intensities
normalized across triplicates to reduce cross-sample
variability.

4.4. Line assignment
and data-analysis workflow
∙ Peaks matched to NIST ASD (air wavelengths)
within ±(0.2–0.3) nm;

∙ levels (𝐸𝑢, 𝐸𝑙), 𝐴𝑢𝑙, multiplet companions cross-
checked. Strongly self-absorbed or blended lines were
excluded or deconvolved.

∙ Voigt fits with instrumental Gaussian width
fixed (Δ𝜆2

𝐺 = Δ𝜆2
inst + Δ𝜆2

𝐷; here Δ𝜆𝐷 < Δ𝜆inst).
The Lorentzian component is taken as Δ𝜆Stark

1/2 .
When fits were unstable, the quadratic subtraction
Δ𝜆Stark ≈

√︀
Δ𝜆2

meas −Δ𝜆2
inst was used as an approx-

imation. Electron density from tabulated 𝜔 (nm per
1016 cm−3):

∇𝜆Stark
1/2 ≈ 2𝜔

(︁ 𝑛𝑒

1016 cm−3

)︁
→ 𝑛𝑒 =

=
Δ𝜆Stark

1/2

2𝜔
× 1016 cm−3.

∙ 3–6 unblended lines of the same element and
charge state; 𝑦 = ln (𝐼𝜆/(𝑔𝑢𝐴𝑢𝑙)) vs 𝑥 = 𝐸𝑢; slope =
= −1/(𝑘B𝑇 ). Only fits with 𝑅2 ≥ 0.95 reported. In
single-shot integrated spectra 𝑇exc is an effective ex-
citation temperature and may differ from 𝑇𝑒.

∙ For optically thin lines: 𝐼ion/𝐼neutral =
= 𝒞 (𝑛𝑖+1/𝑛𝑖), with 𝒞 reflecting 𝜆,𝐴𝑢𝑙, 𝑔𝑢, 𝑍(𝑇 ). It is
used as an LTE baseline (Saha) at the measured 𝑛𝑒;
non-LTE absolute populations require a CR model.

The laser energy and other parameters were fixed,
which significantly increased the importance of sur-
face preparation and sample mounting. Several laser
pulses were applied to each sample, and the resulting
spectra were recorded in different wavelength ranges
(189–410 nm). For each material, characteristic neu-
tral and ionized lines were selected, as presented in
Table 1.

Using the LTE Saha relation (Eq. 11) together with
the measured intensity ratio 𝐼ion/𝐼neutral (Eq. 14),
the averages in Table 1 serve as a baseline indicator
for the ionization balance 𝑛𝑖+1/𝑛𝑖 at the measured
𝑛𝑒. Higher ratios (e.g., Al, Cu, brass) indicate larger
𝑛𝑖+1/𝑛𝑖 and correspond to higher 𝑇𝑒; lower ratios
(Pb, Ti, stainless steel) indicate smaller 𝑛𝑖+1/𝑛𝑖 and
lower 𝑇𝑒, other conditions being similar. These trends
are consistent with the Stark-derived 𝑛𝑒 and the use
of lines with minimal self-absorption. We emphasize
that this inference relies on LTE and is intended to
capture trends; absolute values under non-LTE con-
ditions would require a collisional–radiative analysis
(Table 2).

For each spectrum, characteristic emission lines
were identified; the wavelength of each peak maxi-
mum was read with ±0.1 nm precision (from prior
calibration), and the intensity (a.u.) was taken as
the peak height after local baseline subtraction. To
compare materials, intensities were normalized to the
mean of the three replicates per target, which re-
duces variability due to minor surface/thickness dif-
ferences. (FWHM extraction and instrumental-broa-
dening correction are applied later in the Stark anal-
ysis section.)

For copper, three single-shot spectra acquired un-
der the same conditions (Fig. 3) show strong repro-
ducibility. The most intense lines at 324.7 nm and
327.4 nm (Cu I) are consistently present; residual in-
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Table 1. Identification of neutral (I) and ionized (II) emission
lines and average ionization ratios (𝐼ion/𝐼neutral) for analyzed materials

Material (sample) Neutral line (nm) Ionized line (nm) Average ratio 𝐼ion/𝐼neutral

Copper (Cu) 324.7 (Cu I) 213.6 (Cu II) 0.35–0.40
Brass (Cu+Zn) 324.7 (Cu I) 213.6 (Cu II) (+ Zn II 334.5) 0.38–0.42
Lead (Pb) 367.1 (Pb I) 220.4 (Pb II) 0.30–0.35
Aluminium (Al) 394.4, 396.1 (Al I) 358.7 (Al II) 0.40–0.50
Stainless Steel (Fe–Cr–Ni) 302.1 (Fe I) 259.9 (Fe II) 0.25–0.30
Titanium (Ti) 368.5 (Ti I) 337.3 (Ti II) 0.30–0.35

Table 2. Neutral lines: FWHM and 𝑛𝑒 (from Stark broadening)

Material Neutral line (nm) FWHM (nm) Stark const. 𝜔 (nm/1016 cm−3) 𝑛𝑒 (1018 cm−3)

Aluminium 394.4 1.75 0.0012 7.29
Copper 324.7 0.75 0.0011 3.41
Brass (Cu+Zn) 324.7 0.50 0.0011 2.27
Lead 367.1 Insufficient SNR 0.0013 Insufficient SNR
Stainless steel 302.1 1.75 0.0010 8.75
Titanium 368.5 0.50 0.0012 2.08

Fig. 3. Spectral profiles of the three replicates of copper

tensity scatter <5% is attributed to surface roughness
and small variations in the ablation spot position.

Brass (Cu–Zn): Under identical conditions, three
single-shot spectra of brass were recorded; the over-
laid profiles are shown in Fig. 4. The spectra are
highly reproducible and exhibit the expected Cu I
lines at 324.7 and 327.4 nm, together with Zn I lines
at 213.9, 334.5, and 468.0 nm. Shot-to-shot intensity
scatter is <7%, attributable to small differences in
ablation spot location and surface microstructure.

Lead (Pb): Under identical conditions, three single-
shot spectra of lead were recorded; the overlaid

Fig. 4. Spectral profiles of the three replicates of brass

Fig. 5. Spectral profiles of the three replicates of lead
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Fig. 6. Spectral profiles of the three replicates of aluminium

Fig. 7. Spectral profiles of the three replicates of stainless
steel

Fig. 8. Spectral profiles of the three replicates of stainless
steel

profiles are shown in Fig. 5. The most intense fea-
tures are neutral lead (Pb I) lines near 367.1, 373.9,
and 405.8 nm. The replicates exhibit excellent repro-
ducibility, with shot-to-shot intensity scatter <6%,
attributable to small variations in surface roughness
and ablation-spot placement.

Aluminium (Al): Under identical conditions, three
single-shot spectra of aluminium were recorded; the
overlaid profiles are shown in Fig. 6. Dominant fea-
tures include Al I lines at 394.4 and 396.1 nm, and

Fig. 9. Spectra of the first replicate for each material of Cu,
Cu + Zn, Pb, Al, stainless steel, and Ti for comparison

Al II near 358.7 nm. The replicates show good repro-
ducibility, with shot-to-shot intensity scatter <8%,
attributable to small variations in ablation-spot mi-
crostructure and native oxide thickness.

Stainless steel (Fe–Cr–Ni): Under identical con-
ditions, three single-shot spectra of stainless steel
were recorded; the overlaid profiles are shown in
Fig. 7. Characteristic lines include Fe I at 248.3 and
302.1 nm, Cr I at 357.9 nm, and Ni I at 341.5 nm. The
replicates exhibit strong reproducibility, with shot-to-
shot intensity scatter <7%.

Titanium (Ti): Under identical conditions, three
single-shot spectra of titanium were recorded; the
overlaid profiles are shown in Fig. 8. Dominant
features are Ti I lines near 334.9, 368.5, and
399.9 nm. The replicates exhibit strong reproducibil-
ity, with shot-to-shot intensity scatter <9%, at-
tributable to native oxide layers and small differences
in ablation-spot morphology.

Composite comparison (one replicate per material):
Fig. 9 overlays one representative single-shot spec-
trum from each target (Cu, brass/Cu–Zn, Pb, Al,
stainless steel/Fe–Cr–Ni, Ti) acquired under identi-
cal conditions. Characteristic features are:

∙ Copper (Cu): Cu I at 324.7, 327.4 nm.
∙ Brass (Cu–Zn): Cu I at 324.7, 327.4 nm plus Zn

I at 213.9, 334.5, 468.0 nm.
∙ Lead (Pb): Pb I near 367.1, 373.9, 405.8 nm.
∙ Aluminium (Al): Al I at 394.4, 396.1 nm and Al

II near 358.7 nm.
∙ Stainless steel (Fe–Cr–Ni): Fe I at 248.3,

302.1 nm, Cr I at 357.9 nm, Ni I at 341.5 nm.
∙ Titanium (Ti): Ti I near 334.9, 368.5, 399.9 nm.
Triplicate spectra for each material were highly re-

producible (intensity scatter <10%). Peak intensities
in Fig. 9 are consistent with the triplicate means,
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ensuring that cross-material comparisons reflect true
relative emission strengths.

Fig. 10 compares, for each material, the average
intensity ratio 𝐼ion/𝐼neutral (blue bars; Eq. 14) with
the electron temperature 𝑇𝑒 (red line) inferred from
the LTE Saha relation (Eq. 11) using the measured
𝑛𝑒. Materials with higher 𝐼ion/𝐼neutral (e.g., Al, Cu,
brass) show larger ionization fractions 𝑛𝑖+1/𝑛𝑖 and 𝑇𝑒

values of about 12–13 kK; stainless steel and Pb/Ti
exhibit comparatively lower ratios and 𝑇𝑒 < 11 kK,
consistent with a lower degree of ionization. These
trends are intended as an LTE baseline; absolute
non-LTE values would require a collisional–radiative
treatment.

Fig. 11 overlays the principal neutral lines for all
six materials under identical conditions to highlight
differences in line width (FWHM) and relative inten-
sity. The selected transitions are Cu I 324.7 nm, Al
I 394.4 nm, Pb I 367.1 nm, Fe I 302.1 nm (stain-
less steel), Ti I 368.5 nm, and Cu I 324.7 nm for
brass (Cu–Zn). For visual comparability, profiles are
shown on the same wavelength scale and normalized
to unit peak height; thus, broader traces directly indi-
cate larger Stark widths (and hence higher 𝑛𝑒), while
narrower traces correspond to lower 𝑛𝑒.

As a result, 𝑇𝑒 for materials with few usable neutral
lines carries a larger uncertainty; this underscores the
need for well-defined, sufficiently intense lines when
applying the Boltzmann-plot method (see Table 3).

We report 𝑇𝑒 for the Saha baseline at the mea-
sured 𝑛𝑒, and 𝑇exc from Boltzmann plots; in in-
tegrated spectra 𝑇exc generally differs from 𝑇𝑒. Be-
cause spectra are single-shot integrated, the Boltz-
mann plot returns an effective, time-averaged exci-
tation temperature 𝑇exc. Boltzmann-plot excitation
temperatures (𝑇exc) vary across the materials. Alu-
minum yields the most reliable fit (e.g., 𝑅2 ≥ 0.97)

Table 3. Neutral lines:
FWHM and 𝑛𝑒 (from Stark broadening)

Material 𝑇𝑒(𝑘𝐾) Reliability

Aluminium ≈28.1 High (strong lines)
Copper ≈4.9 Low (limited lines)
Brass (Cu+Zn) ≈16.4 Medium
Lead ≈1.4 Low (weak lines)
Stainless steel Unreliable Very low (weak/overlapping lines)
Titanium ≈2.4 Low (weak lines)

Fig. 10. Average ionization ratios vs estimated electron tem-
perature for each material

Fig. 11. Neutral line peaks for all materials

with 𝑇exc ≈ 28 kK, owing to several strong, un-
blended Al I lines. Brass provides a moderately re-
liable value (𝑇exc ≈ 16.4 kK). For Cu, Pb, Ti, and
stainless steel the fits are less reliable, mainly because
only a few neutral lines met the SNR/isolation crite-
ria and some features were partially blended; these
cases are flagged in Table 3.

5. Conclusions

We developed and experimentally validated a deter-
ministic–stochastic framework for modeling ioniza-
tion–recombination dynamics in laser-induced plas-
mas (LIBS), directly linked to standard spectro-
scopic diagnostics. In single-shot integrated spectra,
the plasma is highly non-uniform in space and time;
by combining Stark broadening (for electron density
𝑛𝑒), an LTE Saha baseline (for ionization trends), and
Boltzmann plots (for excitation temperature 𝑇exc),
a coherent and self-consistent picture of the plasma
state was obtained.

The results clearly show that stochastic fluctua-
tions in ionization–recombination processes strongly
influence the reliability of diagnostic parameters.
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∙ Electron temperature (𝑇𝑒) from Saha analysis:
high-ionization materials (Al, Cu, brass) exhibit
𝑇𝑒 ≈ 12–13 kK; low-ionization materials (Pb, Ti,
stainless steel) show 𝑇𝑒 < 11 kK.

∙ Electron density (𝑛𝑒) from Stark broadening:
maximum in Al (7.29 × 1018 cm−3) and stainless
steel (1.90 × 1018 cm−3); minimum in brass (1.20×
× 1018 cm−3) and Cu (1.30 × 1018 cm−3); Pb could
not be reliably fitted due to poorly resolved FWHM.

∙ Ionization ratio (𝐼ion/𝐼neutral): highest in Al
(0.50) and Cu (0.40); lowest in stainless steel (0.25).

∙ Excitation temperature (𝑇exc) from Boltzmann
plots: most reliable for Al (≈28.1 kK) and brass
(≈16.4 kK); less reliable for Pb, Ti, and stainless steel
because of weak or overlapping lines.

Introducing a stochastic term (𝜎 ≈ 0.05) into
the rate equations and solving them via the Euler–
Maruyama method successfully captured shot-to-shot
variability, yielding statistically credible intervals for
level populations and emission intensities. This im-
proved consistency with experimental data compared
to a purely deterministic (Runge–Kutta) model and
significantly reduced uncertainties in the derived
𝑇𝑒/𝑇exc and 𝑛𝑒 values.

Overall, the combined deterministic–stochastic fra-
mework provides a robust analytical basis for LIBS
diagnostics under transient, non-uniform plasma con-
ditions. The Saha-based results serve as an LTE refer-
ence, while accurate non-LTE modeling will require a
full collisional–radiative solver. Boltzmann-plot anal-
ysis remains limited by the number of strong, iso-
lated lines in integrated spectra, which return a time-
averaged 𝑇exc.

Future work will focus on time-resolved gated
detection (ICCD), optimization of fluence and de-
lay parameters, improved spectral resolution, and
implementation of collisional–radiative (CR) model-
ing to extend validation to complex, multi-element
matrices.

Beyond practical LIBS diagnostics, this framework
contributes to the broader understanding of fluctua-
tion-driven, non-equilibrium plasma processes that
are conceptually analogous to those found in high-
energy-density physics, laser–plasma wakefield accel-
eration, and fusion plasmas.

The proposed model and diagnostic protocol may
be further applied to other transient plasmas, con-
tributing to the unified description of laser–matter

interaction in both laboratory and high energy den-
sity environments.
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СПЕКТРОСКОПIЯ ПЛАЗМИ
ЛАЗЕРНО-IНДУКОВАНОГО ПРОБОЮ
ЯК МЕТОД ДЛЯ ВИПРОБОВУВАННЯ
I МОДЕЛЮВАННЯ НЕРIВНОВАЖНОЇ
ПЛАЗМИ У ФIЗИЦI ВИСОКИХ ЕНЕРГIЙ

Лазерно-iндукована пробiйна спектроскопiя (LIBS) дає мо-
жливiсть проводити швидкий елементний аналiз та дiа-
гностику плазми, але має обмежену кiлькiсну точнiсть
через сильну просторово-часову неоднорiднiсть лазерно-
iндукованої плазми та стохастичнi флуктуацiї в кiнетицi
iонiзацiї-рекомбiнацiї. У цiй роботi ми розробляємо та екс-
периментально перевiряємо детермiнiстично-стохастичний
пiдхiд, який поєднує класичнi диференцiйнi рiвняння зi
стохастичними членами для врахування мiнливостi плазми
вiд одного пострiлу лазера до iншого. Модель, реалiзована
за допомогою схеми Рунґе–Кутти першого порядку (RK1),
доповненої методом Ейлера–Маруями, кiлькiсно пов’язана
зi стандартною LIBS дiагностикою: розширенням Штарка
для визначення електронної густини (𝑛𝑒), рiвнянням Саха в
наближеннi iонiзацiйної рiвноваги та графiками Больцма-
на для визначення температури збудження (𝑇exc). Одно-
iмпульснi експерименти LIBS з використанням неодимово-
го (Nd :YAG) лазера з довжиною хвилi 1064 нм i тривалi-
стю iмпульсу випромiнювання 7 нс були проведенi на ше-
сти металах (Al, Cu, латунь, Pb, неiржавна сталь та Ti) за
iдентичних умов. Вимiрянi спектри показали високу вiдтво-
рюванiсть (розкид iнтенсивностi <7%), а отриманi параме-
три плазми виявили стiйкi тенденцiї, залежнi вiд матерiалу:
Al та неiржавна сталь демонстрували найвищi значення 𝑛𝑒

(до (7–9) · 1018 см−3), тодi як Cu та латунь показали ниж-
чi значення (∼(2–3) · 1018 см−3). Електроннi температури,
отриманi на основi рiвняння Саха, досягали 12–13 кК для
матерiалiв з високою iонiзацiєю та <11 кК для матерiалiв
з низькою iонiзацiєю. Введення стохастичного флуктуацiй-
ного члена (𝜎 ≈ 0,05) вiдтворило спостережуваний розкид
iнтенсивностi та покращило узгодженiсть мiж змодельова-
ними та експериментальними спектрами. Запропонований
пiдхiд пiдвищує точнiсть дiагностики LIBS у перехiдних не-
рiвноважних умовах i є компактним лабораторним анало-
гом для вивчення динамiки плазми, зумовленої флуктуацi-
ями, що є актуальним для фiзики високих густин енергiї,
лазерно-плазмової взаємодiї та середовищ термоядерного
синтезу. Цей унiфiкований детермiнiстично-стохастичний
пiдхiд поєднує прикладну лазерну спектроскопiю з шир-
шою фiзикою нерiвноважної плазми.

Ключ о в i с л о в а: лазерно-iндукована плазма (LIP), рiв-
няння Саха, графiк Больцмана, стохастичне моделювання,
фiзика високих густин енергiї, нерiвноважна плазма.
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