The main purpose of this review article is to use the fluctuation theory of phase transitions for studying the process of the emergence of hexagonal grid cells in the brain (2014 Nobel Prize in Physiology or Medicine). Particular attention is paid to the application of the Feynman’s classification of three stages of the study of natural phenomena for: 1) a brief description of the experimental stage of the discovery of the hexagonal structures of grid cells in human and animal brains; 2) the theoretical stage of research on the hexagon formation in the physical system of Benard cells, as well as the neurophysiological system of grid cells, discovered by Edward Moser and May-Britt Moser; 3) the most important stage, which allows one to formulate the first principle of the emergence of grid cells in the brain and, generally speaking, the first principle for the hexagon formation in different objects of inanimate and living nature. Our original theoretical findings are the following: (a) Polyakov’s conformal invariance hypothesis is violated for a system of grid cells in the brain; (b) the system of grid cells in the brain belongs to the universality class including the 3D Ising model in a magnetic field, as well as a real classical liquid-vapor system; (c) to formulate the first principle for a reliable theoretical justification of the emergence of hexagonal grid cells in the brain, it is necessary to use the fluctuating part of Gibbs thermodynamic potential (the Ginzburg–Landau Hamiltonian) for a system with chemical (biochemical) reactions.
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1. Introduction

This article is a continuation of the review publications [1, 2], which were devoted to the formulation of Richard Feynman’s classification of three stages in the study of natural phenomena and the application of this classification to the hexagonal grid cells in the brain. Norwegian neurophysiologists Edward Moser and May-Britt Moser for the discovery of grid cells [3], as well as American and British neurophysiologist John O’Keefe for the discovery of place cells [4], were awarded the Nobel Prize in Physiology or Medicine in 2014 “for their discoveries of cells that constitute a positioning system in the brain” [5].

In our previous article [1], a number of examples of the application of “The Feynman’s classification of the three stages of studying natural phenomena” were considered. As one of such examples, the following provisions related to the problem of the formation of grid cells in the brain were discussed: experimental studies of the emergence of hexagonal structures in the brain, generation and propagation of an action potential along the axon in the model by Alan Hodgkin and Andrew Huxley (the 1963 Nobel Prize in Physiology or Medicine) [6], physical parameters of the human brain and its medical applications in hyperthermia, and Edward Moser’s idea about a certain
analogies between grid cells in the brain and Aleksei Abrikosov’s vortex lattice in superconductors of the 2nd kind (the 2003 Nobel Prize in Physics) [7, 8].

Here, the main objectives of this review article will be aimed at using the fluctuation theory of phase transitions to formulate the first principle in the sense of Feynman’s classification, which can explain the appearance of hexagonal structures of grid cells, as well as the class of universality for the system of grid cells in the brain. To achieve these goals, we shall investigate the synergetic similarity of two systems using the methods of theoretical physics: one physical system, representing the inanimate world, and the other medical system, representing the living world. More precisely speaking, hexagonal structures will be considered, at first glance, in completely different systems, namely: (a) the physical system of Benard cells in a viscous liquid with a vertical temperature gradient [9–15] and (b) the neurophysiological system of grid cells in the brain providing the spatial orientation of humans and animals [3–5, 16, 17]. We recall the established fact that the disruption in the functioning of the system of grid cells in the brain can be a genetic cause of Alzheimer’s disease in its early stages [17].

The study of systems mentioned above will be based on the fluctuation models, which describe the process of formation of ordered structures in the form of hexagonal grid cells in the brain [2, 18–20]. The implementation of the well-known synergetic principle “order through fluctuations” [21] requires the creation and application of such fluctuation models that use the basic principles of theoretical and experimental studies of phase transitions and critical phenomena such as the fluctuation Ginzburg–Landau Hamiltonian [22] for a chemically reacting system [18–20], the renormalization-group approach in the theory of phase transitions [23, 24], the methods of field theory in statistical physics [25–27], the method of collective variables in the theory of phase transitions [28–31], the concept of universality classes [32–40], the hypotheses of scaling [32–38] and conformal [41, 42] invariance, and the Haken’s theoretical results for hexagons in Benard cells [43, 44].

The structure of this review article is as follows. Section 2 discusses the Benard–Rayleigh effect in the sense of the first (experimental) stage of Feynman’s classification (subsection 2.1), as well as the theoretical explanation for the emergence of Benard cells as the second (theoretical) stage of Feynman’s classification (subsection 2.2). Subsection 2.3 contains an overview of the theoretical results by Hermann Haken, using the generalized Ginzburg–Landau equations and giving an explanation of the formation of hexagonal Benard cells, which, in our opinion, is close to the main third stage of Feynman’s classification. Section 3 is devoted to obtaining the main (including original) results of this review article, namely: the explanation of the theoretical provisions and ideas of the theory of phase transitions and critical phenomena, leading to a consistent formulation of the first principle and the universality class for the emergence of the hexagonal grid cells in the brain. Section 3 includes the following subsections: the method of collective variables for studying the properties of the 3D Ising model in an external magnetic field (subsection 3.1); the conception of universality classes and clarifying the question about the universality class to which the system of grid cells in the brain should be attributed (subsection 3.2), the Polyakov’s conformal invariance hypothesis and its realization in the lattice-gas model (subsection 3.3); the violation of the Polyakov’s conformal invariance hypothesis in the system of grid cells and the real classical liquid-vapor system (subsection 3.4); the fluctuation model that uses the Ginzburg–Landau Hamiltonian for the chemically reacting system of brain neurons and the formulation of the first principle according to the Feynman’s classification that explains the formation of hexagonal grid cells in the brain, as well as, in a broader sense, the occurrence of hexagons in living and inanimate nature (subsection 3.5). The last Section 4 contains the main conclusions of our review article.

2. Benard–Rayleigh Effect and Haken’s Explanation of Hexagons in Benard Cells

In our previous articles [1, 2], Feynman’s classification was illustrated by a number of examples. The first of these examples is the phenomenon of light refraction at the boundary of two media, considered by Richard Feynman in his famous lecture course [45] describing the three stages of studying the light refraction phenomenon, namely: 1) the experimental stage associated with the experiments of Claudius Ptolemy on the refraction of light at the air-water boundary, 2) the theoretical stage associated with the establishment of the law of refraction by Willibrord Snellius, and 3) the final stage of the formulation of the first
principle in the light refraction phenomenon, associated with the “Principle of the least time” of Pierre de Fermat.

The second example of the three stages of the cognition of natural phenomena, which was considered earlier in [1], concerned the laws of conservation of energy, momentum, and angular momentum. As is known, the formulation of the first principles for these laws at the third stage of the Feynman’s classification is connected with the use of Emmy Noether’s mathematical theorem on variational invariants [46], as well as with a direct proof of the connection between the conservation laws and the symmetry properties of space and time, established in the classic monograph by Lev Landau and Evgeniy Lifshits [47].

The purpose of this article is to use Feynman’s classification to explain the three stages of cognition for the phenomenon of hexagonal grid cells in the human and animal brains. To achieve this goal, a synergetic analogy between Edvard Moser and May-Britt Moser grid cells [3–5] and Benard cells [9–15] will be used. Below in this section, all three stages of cognition in accordance with the classification of Richard Feynman will be considered for hexagonal Benard cells.

2.1. Experimental discovery of Benard cells as the first stage of Feynman’s classification

Hexagons in Benard cells are observed in viscous fluids with temperature gradient and were first discovered experimentally by Henri Benard in 1900 [9], being the first stage of studying this phenomenon in the sense of Feynman’s classification. The emergence of hexagonal Benard cells is usually associated with the effect of hydrodynamic instability that arise (a) in viscous liquids, (b) in the presence of a temperature gradient vector directed vertically downward (in other words, when the liquid is heated from below) [10]. At a certain relationship between the temperature gradient, which is a control parameter, the thickness of the liquid layer, as well as the coefficients of dynamic viscosity, thermal conductivity, thermal expansion, and isobaric heat capacity, in a sufficiently thin horizontal liquid layer located perpendicular to the directions of the temperature gradient and the gravity force vectors, regular hexagonal structures can arise. In the central part of these hexagons, the hotter liquid near the lower surface begins to rise vertically upward, while the colder liquid near the upper surface descends near the edges of the hexagons.

Another obvious reason, additional to the described above Benard–Rayleigh hydrodynamic instability effect [9, 10], is the Marangoni–Gibbs convection effect [11, 12], which gives a different explanation for the formation of hexagonal structures. The reason for this effect is that the presence of a vertical downward temperature gradient vector with $T_1 > T_2$ leads to the appearance of an oppositely directed surface tension gradient vector with $\sigma(T_1) < \sigma(T_2)$. As a result, the effect of hydrodynamic instability and convective flows arises that causes the movement of fluid from the layers with a lower value $\sigma(T_1)$ to the upper layers with higher values $\sigma(T_2)$.

2.2. Theoretical explanation for the emergence of Benard cells as the second stage of Feynman’s classification

The theoretical explanation for the emergence of Benard cells was proposed apparently for the first time in 1916 by Lord Rayleigh (John William Strutt), the 1904 Nobel Prize laureate in Physics, in his article [10]. The appearance of hexagonal Benard cells, or the Benard–Rayleigh effect [9, 10], is associated with a condition for hydrodynamic instability and convective flows, which is additional to conditions (a) and (b) mentioned in subsection 2.1, namely: (c) when the Rayleigh number

$$Ra = \rho^2 h^3 \Delta T C_p g \beta / \eta \lambda,$$  \hspace{1cm} (1)

becomes equal or slightly greater than its critical value $Ra_{cr}$ [13–15]. In (1), $\rho$ is the fluid density; $h$ is a thickness of the fluid layer; $\Delta T = T_1 - T_2$ is the temperature difference of the lower $T_1$ and upper $T_2$ surfaces of the fluid layer; $C_p$ is the heat capacity at constant pressure; $g$ is the acceleration due to gravity; $\beta$ is the coefficient of thermal expansion; $\eta$ is the dynamic viscosity; $\lambda$ is the coefficient of thermal conductivity which is related to the coefficient of temperature diffusivity $\chi$ by the relation $\chi = \lambda / \rho C_p$.

In the sense of the second stage of Feynman’s classification, the hydrodynamic theory of convective instability and formation of Benard hexagonal cells was developed in books [13–15]. To determine a critical value of the Rayleigh number $Ra_{cr}$, we will further use the results presented in the books by Lev Landau, Evgeniy Lifshits [14] and Werner Ebeling [15].
turns out to be convenient to reduce the system of appropriately dimensioned hydrodynamic equations, linearized with respect to small perturbations of temperature \( \tau \), pressure \( \Delta p \), and velocity \( v_i \), \( i = x, y, z \), to the following partial differential equation for the temperature variable \( \tau(x, y, z) \):

\[
\Delta^3 \tau = Ra \Delta_2 \tau, \tag{2}
\]

where \( \Delta = \partial^2 / \partial x^2 + \partial^2 / \partial y^2 + \partial^2 / \partial z^2 \) and \( \Delta_2 = \partial^2 / \partial x^2 + \partial^2 / \partial y^2 \) are, correspondingly, the three-dimensional and two-dimensional Laplace operators.

Representing the temperature deviation \( \tau(x, y, z) \) in a layer of a viscous liquid located between two horizontal surfaces \( z = 0 \) and \( z = h \) with temperature \( T_1 \) and \( T_2 \) in the form \( \tau(x, y, z) = f(z) \exp[i(k_x x + k_y y)] \), where \( k_x \) and \( k_y \) are the components of the wave vector \( k \) in the \( x, y \) plane, one obtains the following ordinary differential equation for a function \( f(z) \) depending only on the vertical coordinate \( z \) of the liquid layer:

\[
\left( \frac{d^2}{dz^2} - k^2 \right)^3 f + Ra \frac{k^2}{h^4} f = 0. \tag{3}
\]

Finding the solution of the differential equation (3) as \( f(z) = C \exp(\mu z/h) \), the sixth-order algebraic characteristic equation with respect to \( \mu_n (n = 1 \ldots 6) \) was obtained

\[
(\mu^2 - a^2)^3 = -(Ra) a^2, \tag{4}
\]

where \( a \) is the coefficient of thermal expansion. Such algebraic equation has the following roots [15]:

\[
\{ \mu_n \} = \{ \pm i r_0, \pm r, \pm r* \}, \quad r_0 = a \sqrt{\sqrt{3} - 1}, \\
 r = a \sqrt{1 + (1/2) \tau(1 + i \sqrt{3}),} \tag{5}
\]

After the substitution of the found solutions (5) into the boundary conditions and without touching on further details of the corresponding calculations, one may obtain such results. For the boundary conditions in the form of free surfaces, the critical value of the Rayleigh number \( Ra_{cr} = 657.5 \), while, for the boundary conditions in the form of two rigid horizontal surfaces, the critical value of the Rayleigh number turns out to be equal \( Ra_{cr} = 1708 \). It should be pointed out, as was indicated in the book of L.D. Landau and E.M. Lifshits [14], that the last result regarding the Rayleigh number \( Ra_{cr} = 1708 \) was obtained by H. Jeffrey in 1908, i.e., eight years ahead of Rayleigh’s article [10]. It was established that hexagons in the form of Benard cells arose only at \( Ra \geq Ra_{cr} \), i.e., if the Rayleigh number \( Ra \) was only slightly greater than its critical value \( Ra_{cr} \). With a further increase in \( Ra \), cylindrical structures became more preferable than hexagonal structures.

### 2.3. Haken’s theoretical explanation of hexagonal Benard cells

For the case of hexagonal structures in Benard cells, Hermann Haken proposed an explanation, being close to the 3rd stage of the Feynman’s classification and using the generalized Ginzburg–Landau equations [38, 39].

The consequences obtained by H. Haken from these equations are as follows: (a) formula (8.153) from [43] for the potential function \( \Phi(A) \) which is actually equivalent to the Ginzburg–Landau Hamiltonian for the Fourier components of the order parameter; (b) the following kinetic equation for the order parameter \( \psi(x, t) \) (see formula (9.5.15) from [44]):

\[
\frac{\partial \psi}{\partial t} = \lambda \psi + A \psi^2 - B \psi^3, \tag{6}
\]

where \( \lambda, A, \) and \( B \) are the coefficients (see its connection with the parameters of the Ginzburg–Landau Hamiltonian in paragraphs 8.13 and 9.4, 9.5, correspondingly, in Haken’s monographs [43, 44]).

As noted by H. Haken in [44], the numerical solution of Eq. (6) at the zero coefficient \( A \), found by Greenside, Cochrane Jr. and Schraer, does not lead to the appearance of hexagons. At the same time, in his unpublished studies, H. Haken received hexagonal structures at \( A \neq 0 \). Below in Section 3, we will consider, in more details, the issue of a rigorous theoretical justification of the appearance of a cubic nonlinearity in the Ginzburg–Landau Hamiltonian and a quadratic nonlinearity in the kinetic equation of the form (6) for the order parameter. It is the inclusion of these nonlinear terms that leads to the hexagonal structures based on fluctuation models of self-organization processes describing the formation of ordered structures near critical (bifurcation) points.

Here, we would like to emphasize the fact that the presence of a quadratic term \( A \psi^2 \) in (6) is equivalent
to introducing an odd cubic term of the following form into the Ginzburg–Landau Hamiltonian \(H_{GL}[\phi_k]\) for the Fourier components \(\psi_k\) of the order parameter:

\[
A \sum_{k,k',k''} \psi_k \psi_{k'} \psi_{k''} \delta_{k+k'+k''} \phi_k \phi_{k'} \phi_{k''}.
\]  

(7)

The summation in (7) over the wave vectors should be carried out over an equilateral triangle under the conditions \(k_1 + k_2 + k_3 = 0\) and \(|k_1| = |k_2| = |k_3| = k_0 = \text{const.}\). Obviously, these conditions lead to a coordinate lattice consisting of equilateral triangles, which, in turn, creates equilateral hexagons.

3. The First Principle and the Universality Class of the Emergence of Hexagonal Grid Cells in the Brain

In this section, we will sequentially consider the main provisions that are necessary to formulate the first principle of the formation of hexagonal grid cells in the brain from the point of view of the proposed Feynman’s classification. This first principle of the nonlinear interaction of order-parameter fluctuations in living and inanimate systems, which will be proposed here to explain the hexagonal structures of grid cells in the brain, uses fluctuation models of the processes of self-organization and the formation of ordered structures in chemically reacting systems [2, 18–20].

As was already mentioned in Introduction, the main provisions underlying the 3rd stage of the study of hexagons in the neurophysiological system of grid cells in accordance with the Feynman’s classification are the following: the method of collective variables in the theory of phase transitions and critical phenomena; the concept of universality classes; the Polyakov’s conformal invariance hypothesis and its violation in systems belonging to the universality class of 3D Ising model in an external magnetic field; the fluctuation model based on the Ginzburg–Landau Hamiltonian for chemically reacting systems.

3.1. The method of collective variables in the theory of phase transitions

The method of collective variables in the theory of phase transitions was developed by I.R. Yukhnovskii and his co-authors [28–31, 48]. Using this method and the Jacobian of transformation (see [48] and references there) from microscopic variables to collective variables, the authors of these works consistently obtained the fluctuation Ginzburg–Landau Hamiltonian. This Hamiltonian was commonly postulated in the renormalization group approach in the theory of phase transitions, for which the American physicist Kenneth Wilson received the Nobel prize in Physics in 1982.

The starting point in the method of collective variables for describing second-order phase transitions is the following expression for the Hamiltonian:

\[
H = -\frac{1}{2} \sum_{i,j} \Phi(r_{ij}) \sigma_i \sigma_j - h \sum_i \sigma_i,
\]  

(8)

describing magnetic systems in a three-dimensional Ising model in an external magnetic field. In formula (8), the following designations are used: \(\Phi(r_{ij})\) is the interparticle interaction potential, \(r_{ij} = |r_i - r_j|\) is the distance between the sites \(i\) and \(j\) of the lattice, which, for definiteness, will be assumed to be cubic, the variables \(\sigma_i = \pm 1\), and \(h = \mu_B H', \) where \(\mu_B\) is the Bohr magneton, \(H'\) is the magnetic field intensity.

To simplify further calculations, the interparticle interaction potential is chosen in the form

\[
\Phi(r_{ij}) = A \exp(-r_{ij}/b),
\]  

(9)

where \(A = \text{const}, b\) is a quantity describing the interaction radius.

Further, a fundamentally important transition from microscopic individual variables \(\sigma_i\) to \(N\) nodal collective variables \(\rho_k\) in the statistical sum reads

\[
Z = \int \exp \left( \frac{1}{2} \sum_k \beta \Phi(k) \rho_k \rho_{-k} \right) J_h(\rho)(d\rho)^N,
\]  

(10)

where \(J_h(\rho)\) is the corresponding Jacobian of the transition in variables \(\sigma_i\) to variables \(\rho_k\) [48]. Omitting further, generally speaking, rather complicated calculations of integral (10) and using the explicit form of the Jacobian \(J_h(\rho)\), it can be shown that the final expression for the partition function \(Z\) of the three-dimensional Ising model, which describes the phase transition of a magnetic system in an external magnetic field, contains the following contributions.

The first contribution corresponds to the Gaussian approximation (or the Ornstein–Zernike approximation) containing the squares of the Fourier components of collective variables. The second contribution
corresponds to the cubic nonlinearity and contains the products of three Fourier components of collective variables. The next contribution corresponds to the biquadratic nonlinearity (or the approximation of the biquadratic distribution in the terminology used in the method of collective variables), which is characterized by the presence of the product of four Fourier components of collective variables. Obviously, all these combined contributions correspond to the Ginzburg–Landau fluctuation Hamiltonian. Note that going beyond the biquadratic distribution approximation allows one to consider higher even and odd contributions from nonlinear terms containing higher products of the Fourier components of collective variables. In addition, one should pay attention to the fact that the coefficients in terms containing odd degrees of the Fourier components of collective variables are proportional to the external field $h$. For $h \to 0$, all odd contributions disappear.

3.2. The concept of universality classes near bifurcation (critical) points

Let us now consider the concept of universality classes which is essential for the study of systems, generally speaking, of different nature, demonstrating the same behavior of physical properties in the vicinity of bifurcation (critical) points, as well as points (lines) of second-order phase transitions.

For bulk systems with linear dimensions $L$ significantly exceeding the correlation radius (correlation length) $\xi$ of the characteristic order parameter, the concept of a universality class includes the following main features which must be the same: 1) the same spatial dimension $d$, 2) the same number $n$ of order-parameter components (for example, $n = 1$ for the scalar order parameter in the Ising model, $n = 2$ for the two-component order parameter in the plane rotator model, $n = 3$ for the vector order parameter in the Heisenberg model), 3) the same type (short- or long-range) of intermolecular interaction in comparison with the intermolecular distance, 4) the same symmetry of the fluctuation Ginzburg–Landau Hamiltonian, or fluctuation part of the Gibbs thermodynamical potential [32–40].

For spatially bounded systems, for which $L \approx \xi$, to this list of identical features, the following should be added: 5) the same type of geometry of the system or, in other words, the lower crossover dimension $d_{c\text{ross}}$ ($d_{c\text{ross}} = 2$ for a slitlike, plane-parallel pore, $d_{c\text{ross}} = 1$ for a cylindric pore, $d_{c\text{ross}} = 0$ for a bounded sphere or cube), 6) the same type of boundary conditions (hygrophylic, hydrophobic, partially wetting), 7) the same physical properties under consideration [2, 33, 40, 49–51].

To explain additional conditions for universality classes in spatially limited systems, such features should be taken into account. In bulk systems, when a strong inequality $L \gg \xi$ is satisfied, the only critical values of thermodynamic parameters exist for a certain substance (for example, a single critical temperature $T_C = 647.3$ K for water [52]). When critical values of these thermodynamic parameters are reached in bulk liquids, physical properties such as isothermal compressibility, isobaric and isochoric heat capacities, sound speed, self-diffusion coefficient, etc., take on infinite or zero values in an approximation that does not account for the effects of spatial and temporal dispersion. In spatially limited systems, when such a condition $L \leq \xi$ is valid, the physical properties of the same substances (for example, the same water) are known to drastically change their critical behavior. The numerical values of the physical properties mentioned above become finite and non-zero at certain extremum points. It turns out that the shifts of the critical values of such thermodynamic parameters of bounded systems as the critical temperature $T_C(L)$, the critical density $\rho_C(L)$, the critical pressure $P_C(L)$ with respect to the values of the same critical parameters $T_C(\infty)$, $\rho_C(\infty)$, $P_C(\infty)$ in bulk systems cease to be universal and are different for each physical property.

To illustrate what has been said, consider the following example [53]. The shift of the critical temperature $T_C(L)$ in a bounded system with a linear dimension $L$ relative to the critical temperature $T_C(\infty)$ in a bulk system is described by the following universal formula:

$$
\Delta T_C = T_C(\infty) - T_C(L) = KL^{-1/\nu(L)}. \tag{11}
$$

Here, $\nu(L)$ is the critical index of the temperature dependence of the correlation radius $\xi(L)$ in bounded liquids, which should depend on the linear size $L$ of the system in the direction of its spatial limitation, when considering the effects of the dimensional crossover [54]; and $K$ is a nonuniversal coefficient, the appearance of which in formula (11) is associated with the presence of nonuniversal parameters of a particu-
ular substance in the condition of an extremum for a certain physical property.

3.3. Polyakov’s conformal invariance hypothesis of the theory of phase transitions

To rigorously substantiate the Haken’s statement that Benard cells have a hexagonal geometry only in the presence of a quadratic nonlinearity in the kinetic equation (6) for the order parameter, one should turn to the conformal invariance hypothesis, first formulated by A.M. Polyakov in [41]. The physical meaning of this fundamental hypothesis of the theory of phase transitions and critical phenomena is reduced to the orthogonality (statistical independence) of anomalously fluctuating quantities (for example, order parameters) $\phi_1$ and $\phi_2$, which have different scale dimensions $\Delta \phi_1 \neq \Delta \phi_2$. In other words, for such statistically independent quantities, the pair correlator $\langle \phi_1 \phi_2 \rangle$ approaches a zero value: $\langle \phi_1 \phi_2 \rangle = 0$. As an example of the application of the conformal invariance hypothesis, let us consider the behavior of the pair correlation function of order parameter fluctuations and energy fluctuations near critical (bifurcation) points for two different systems: 1) a real classical liquid-vapor system and 2) a magnet in the lattice-gas model.

For the first case of a classical fluid, V.L. Pokrovskii showed in [42] that the pair correlator $\langle \phi_1 \phi_2 \rangle$ turns out to be nonzero and is characterized by the following temperature dependence in the vicinity of the critical isochore:

$$\langle \phi_1 \phi_2 \rangle = \langle \Delta N \Delta E \rangle_{V=V_c} \sim \langle \Delta \rho \Delta E \rangle_{V=V_c} \sim T^{-\alpha} \tau^{-\gamma/2} \approx T^{-0.674}. \quad (12)$$

Here, $\phi_1$ and $\phi_2$ are the fluctuations of the order parameters, being the deviations of the number of particles $\phi_1 = \Delta N = (N - N_c)/N_c$ or the deviations of the density $\phi_1 = \Delta \rho = (\rho - \rho_c)/\rho_c$; and the deviations of the energy $\phi_2 = \Delta E = (E - E_c)/E_c$, from its critical values $N_c, \rho_c, E_c$, correspondingly; $\tau = (T - T_c)/T_c$ is the temperature deviation from the critical value $T_c$, $\alpha = 0.110$ and $\gamma = 1.237$ are the critical exponents, the numerical values of which are taken from the articles of M.A. Anisimov and his co-authors [36, 55–57]. The result obtained means that, for a classical liquid, the conformal invariance hypothesis is not fulfilled, and fluctuations of the number of particles $\Delta N$ (or density $\Delta \rho$) and energy fluctuations $\Delta E$ are not orthogonal, being statistically dependent quantities. Moreover, the pair correlator $\langle \Delta N \Delta E \rangle \sim \langle \Delta \rho \Delta E \rangle$ turns out to be an anomalously fluctuating quantity, as the critical temperature is approached. Note that the account for the effects of spatial dispersion (spatial nonlocality of fluctuations) and/or temporal dispersion (temporal nonlocality of fluctuations) should provide a natural physical result – the finiteness of this quantity directly at the very point of the phase transition [58].

For the second system of the lattice-gas model, the situation turns out to be significantly different [41, 42, 59]. Fluctuations of the number of particles (or density) and energy fluctuations are statistically independent at the critical isochore, which corresponds to the zero value of the pair correlator

$$\langle \phi_1 \phi_2 \rangle = \langle \Delta N \Delta E \rangle_{V=V_c} \sim \langle \Delta \rho \Delta E \rangle_{V=V_c} = 0. \quad (13)$$

In other words, for the fluctuating quantities given in (13) in the lattice-gas model, Polyakov's conformal invariance hypothesis is satisfied [36].

The considered lattice-gas model is isomorphic (or belongs to the same universality class) to the three-dimensional (3D) Ising model in the absence of a magnetic field ($h = 0$). Therefore, the analog of formula (25) for the 3D Ising model at $h = 0$ is the following relation [41]:

$$\langle \phi_1 \phi_2 \rangle = \langle \Delta M \Delta E \rangle_{h=0} = 0, \quad (14)$$

where it was accounted for that the role of a fluctuating quantity $\phi_1$ for the Ising model is played by fluctuations of the magnetization $\Delta M$. Formula (14) means that the fluctuations of the magnetization $\Delta M$ and energy fluctuations $\Delta E$ are statistically independent. Therefore, in accordance with the conformal invariance hypothesis, such fluctuations for the 3D Ising model at $h = 0$ are orthogonal. Note again that the vanishing of the paired correlator is an approximate result which assumes the neglect of the effects of spatial and/or temporal dispersion. As indicated in [58], the terms describing the effects of spatial and/or temporal dispersion should naturally be added: 1) to those quantities (for example, the diffusion coefficient, the speed of sound, a pair correlator for a magnet in the lattice-gas model, etc.), which vanish at critical (bifurcation) points or points (lines) of second-order phase transitions; 2) to the inverse
values of those quantities (for example, susceptibility, isobaric and isochoric heat capacities, etc.) which anomalously increase with approaching the critical (bifurcation) points or points (lines) of second-order phase transitions.

3.4. The violation of the Polyakov’s conformal invariance hypothesis in real classical fluids and its consequences

Let us return to the connection between the Polyakov’s conformal invariance hypothesis and Haken’s statement that hexagonal structures in Benard cells are observed only in the presence of a quadratic nonlinearity $A\psi^2$ in the kinetic equation (6). As was noted in Section 2, this nonlinearity in (6) is completely equivalent to the presence of a cubic nonlinearity of the form (7) in the fluctuation Ginzburg–Landau Hamiltonian. In turn, the appearance of the odd (cubic) term (7) in the Ginzburg–Landau Hamiltonian is directly related to the Polyakov’s conformal invariance hypothesis or, more precisely, is a direct consequence of the violation of the conformal invariance hypothesis in real classical fluids.

Thus, it can be argued that the two systems considered above – the real classical liquid and the magnetic in the lattice-gas model – belong, generally speaking, to different universality classes due to the different symmetries of the Ginzburg–Landau Hamiltonians (the fluctuation part of the Gibbs thermodynamic potentials). Hexagons arise only in those systems located near critical (bifurcation) points for which the Ginzburg–Landau Hamiltonian is not invariant with respect to the inversion of the order parameter $\phi \leftrightarrow -\phi$, and an odd (cubic) nonlinearity arises in the Ginzburg–Landau Hamiltonian.

In our previous article [1], we discussed the physical properties of the human brain matter using the information contained in [60–64]. It turned out that, according to some parameters (average density, relative dielectric permittivity), the gray matter of the brain is close to water. The discovery of hexagonal grid cells in the entorhinal cortex of brain by Edward Moser and May-Britt Moser in 2005 makes the system of grid cells in the brain even closer to a real liquid-vapor system. Indeed, the main and fundamental explanation for this fact lies in that both of these systems belong to the same universality class of the 3D Ising model in an external magnetic field, for which the Polyakov’s conformal invariance hypothesis is violated.

It should be noted that the violation of the Polyakov’s conformal invariance hypothesis is also a reason for the appearance of a singularity of the temperature derivative for the so-called “diameter of the coexistence curve (CC)” of the liquid-vapor system. As shown in a number of theoretical works (see, for example, [34, 36, 65–67]), the diameter of the CC, defined as the half-sum of the average densities on the liquid and gas (vapor) branches of the CC $\rho_d(\tau) = (\rho_{\text{liquid}} + \rho_{\text{vapor}})/2$, is characterized by the same singularity of its temperature derivative as the isochoric heat capacity $C_V$ near the critical point of the classical liquid-vapor system:

$$d\rho_d/dT \sim C_V \sim |\tau|^{-\alpha}.$$ (15)

The first experimental confirmation of the singularity of the diameter was obtained at the Department of Molecular Physics of the Taras Shevchenko Kyiv National University in [68], and then confirmed in a number of other experimental studies (see, for examples, [69–72]). Table illustrates simultaneously (a) the similarity (isomorphism) between the system of grid cells in the brain and a real liquid-vapor system, as well as (b) the principal difference in the physical properties of a real liquid-vapor system and a lattice-gas model.

The comparison of the physical properties of three different systems, presented in Table, allows us to draw the following conclusion: the violation of the Polyakov’s conformal invariance hypothesis is the reason for the appearance of hexagons in the system of grid cells in the brain, as well as the singularity of the temperature derivative of the density diameter along the CC in a real classical liquid-vapor system.

3.5. Ginsburg–Landau Hamiltonian and fluctuation model for systems with chemical reactions.

The first principle for grid cells in the brain

To theoretically describe the hexagonal grid cells in the brain, one should write the fluctuating part of the Gibbs thermodynamic potential $\Delta G(\xi)$ in a system with chemical (biochemical) reactions, using the Ginsburg–Landau Hamiltonian in the following gen-
### Comparison of grid cells system, real liquid-vapor system and lattice-gas model

<table>
<thead>
<tr>
<th>System</th>
<th>Universality class</th>
<th>Odd terms in Ginzburg-Landau Hamiltonian</th>
<th>Conformal invariance hypothesis</th>
<th>Singularity of diameter temperature derivative</th>
<th>Hexagons in Benard cells and grid cells in the brain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grsd cells in the brain</td>
<td>3D Ising model in magnetic field</td>
<td>Present</td>
<td>Not realized</td>
<td>–</td>
<td>Present</td>
</tr>
<tr>
<td>Real liquid-vapor system</td>
<td>3D Ising model in magnetic field</td>
<td>Present</td>
<td>Not realized</td>
<td>Present</td>
<td>Present</td>
</tr>
<tr>
<td>Lattice-gas model</td>
<td>3D Ising model without magnetic field</td>
<td>Absent</td>
<td>Realized</td>
<td>Present</td>
<td>Absent</td>
</tr>
</tbody>
</table>

The transformed form [2, 18–20]:

$$\Delta G(\xi) = \int dr [(1/2)\lambda \xi^2 + (1/2)C_2(\nabla \xi)^2 + (1/3)C_3\xi^3 + (1/4)C_4\xi^4 - A^*\xi].$$

(16)

The choice of the Gibbs thermodynamic potential $G(T, p, N_i)$ is determined by the real conditions of isothermality and isobaricity of living objects. In (16), $\xi$ is the reaction coordinate (or the degree of completeness) which is the order parameter of a thermodynamical system with chemical reaction, being determined by the formula:

$$d\xi = dN_i/\nu_i,$$

(17)

where $dN_i$ is a change in the number of moles of an $i$-component, while $\nu_i$ are the stoichiometric coefficients of the chemical reaction.

The conjugated quantity (in the thermodynamic sense) for the reaction coordinate $\xi$ is the affinity $A^* = \sum_i \nu_i \mu_i$,

(18)

depending on the chemical potentials $\mu_i$ of all components of a chemical reaction.

Formula (16) involves not only the Gaussian quadratic term $\lambda \xi^2$ and the forth-order nonlinear fluctuation contribution $C_4\xi^4$, being usually accepted for the standard form of the Ginsburg–Landau Hamiltonian, but also the cubic nonlinear interaction $C_3\xi^3$ of the order-parameter fluctuations in the chemically reacting system. Such odd term appears in (16) due to the violation of Polyakov’s conformal invariance hypothesis [41]. Note also that the last term in (16), containing the product of the reaction coordinate and the affinity, has the meaning of the interaction of the order parameter $\xi$ with the external field $A^*$. It should be noted that some examples of the interaction mechanisms of order parameter fluctuations in systems with chemical (biochemical) reactions were considered in the kinetic nonlinear models studied in [73–85].

As a result of calculating the functional derivative of the fluctuation part of the Gibbs thermodynamic potential $\Delta G(\xi)$ with respect to the order parameter $\xi$, we obtain the following kinetic differential equation for the coordinate (degree of completeness) $\xi(r)$ of the biochemically reacting system of grid cells:

$$\frac{\partial \xi}{\partial t} = -\Gamma(\lambda \xi - C_2\Delta \xi + C_3\xi^2 + C_4\xi^3 - A^*).$$

(19)

The nonlinear kinetic equation (19) for the order parameter $\xi$ and the Ginsburg–Landau Hamiltonian (the fluctuation part of the thermodynamic Gibbs potential) (16) for a chemically reacting system of neurons in the brain have the same functional form as the nonlinear kinetic equation for the order parameter (9.5.15) from [44] and expression (8.153) for the potential function from [43] in the Haken’s theory describing the occurrence of hexagonal Benard cells. Therefore, all statements by Hermann Haken about the formation of hexagons in Benard cells can be almost completely transferred to the system of grid cells in the brain.

Thus, conducted research allows us to formulate the following first principle: the formation of hexagonal structures in the system of grid cells in the brain occurs due to the nonlinear interaction of fluctuations in the degree of completeness (coordinate) of chemically interacting systems of neurons. In addition, an obligatory condition for the nonlinear interaction of fluctuations of the order parameter in the system of grid cells in the brain is the violation of the Polyakov’s conformal invariance hypothesis, a direct consequence of which is the appearance of a term cubic in fluctua-
tions of the degree of completeness in the Ginzburg–Landau Hamiltonian.

4. Conclusions

The main purpose of this review article is to apply the fluctuation theory of phase transitions to studying the process of the appearance of hexagonal grid cells as a necessary component of the positional system in the brain of humans and animals (2014 Nobel prize in Physiology or Medicine). Three important conclusions necessarily follow from the studies conducted in this article:

1. The use of the Ginzburg–Landau Hamiltonian and the associated nonlinear kinetic equation for the order parameter of a chemically reacting system means accepting the following hypothesis. The neurophysiological system of grid cells in the brain, in which hexagons appear near the points of structural bifurcation transitions, actually belongs to the same universality class as the real liquid-vapor system near the critical point, as well as the 3D Ising model in the presence of an external magnetic field near the second-order phase transition.

2. As a direct consequence of this hypothesis, the first principle of the formation of hexagonal structures in the system of grid cells must be associated with the nonlinear interaction of fluctuations of the degree of completeness (coordinate) of chemical (biochemical) reactions in the brain.

3. A rigorous theoretical substantiation of this first principle for the emergence of hexagons requires the mandatory involvement of the fact that the Polyakov’s conformal invariance hypothesis for fluctuations of the order parameters is violated for the system of grid cells in the brain, and, in a more general case, fluctuations of the corresponding order parameters in systems of living and inanimate nature near their bifurcation (critical) points and boundary of stability.


